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Abstract 

The personality of individuals encompasses their behaviors and ways of thinking in social settings and daily life. 

Psychologists typically use personality questionnaires to determine individuals' personalities. The increasing 

availability of online social data and the development of computational parsers capable of text analysis have 

sparked researchers' interest in exploring advanced computational methods for text-based personality 

psychology. Personality prediction using computational and machine learning models based on text is an 

emerging phenomenon with significant potential in the field of personality assessment. This study analyzes and 

evaluates individuals’ personalities based on the Myers-Briggs Type Indicator (MBTI) using data from the social 

network X. The goal is to investigate how textual digital footprints can be utilized to predict users' personalities. 

The research introduces a novel prediction method leveraging a multimodal deep learning architecture combined 

with multiple pre-trained language models, including BERT, as well as two more advanced deep learning models, 

RoBERTa and XLNet. These models represent relatively new architectures in deep learning-based natural 

language processing. The proposed approach employs the mentioned models to extract features and determine 

individuals' personalities based on the MBTI framework. Finally, the system makes decisions based on an 

ensemble averaging of the model results. Using a dataset from social network X, the proposed method develops 

a predictive model for each personality trait using features extracted from pre-trained models. The results 

demonstrate that the proposed method outperforms similar research. Specifically, the study achieved an accuracy 

of 88.5% and an F1 score of 0.882 on one dataset and an accuracy of 86.2% with an F1 score of 0.912 on another 

dataset. This research lays the foundation for the development of a personality identification system that can 

assist organizations in recruiting and selecting suitable personnel and enhancing business relationships with 

customers. 
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 پژوهشينوع مقاله: 

 چکیده

شناسان به طور معمول از در محیط اجتماعي و زندگي روزمره است. روان افراداز رفتارها و شیوه تفکر  یامجموعه، شخصیت

اجتماعي آنلاین و توسعه  یهاافزایش دسترسي به داده. کنديهای شخصیتي برای تعیین شخصیت افراد استفاده منامهپرسش

سي شناپیشرفته برای روان یهاعلاقه محققان را به مطالعه روش، نحوی که قادر به تجزیه و تحلیل متن هستند یهاکنندههیتجز

یک پدیده ، تنساس مهای محاسباتي و یادگیری ماشین بر ابیني شخصیت توسط مدلبرانگیخته است. پیش ،شخصیت مبتني بر متن

نوظهور با پتانسیل بالا در زمینه ارزیابي شخصیت اشخاص است. در این مقاله شخصیت افراد بر اساس شاخص مایرزبریگز با استفاده 

توان از ردپای دیجیتالي مبتني بر متن چگونه مي شودبررسي  تا گرفته است مورد تجزیه تحلیل قرار Xشبکه اجتماعي  یهااز داده

 شیاز پ يمدل زبان نیهمراه با چند يچند مدل قیعم یریادگی یاز معمارمقاله  نیادر  بیني شخصیت کاربران استفاده کرد.برای پیش

اده مایرزبریگز استف و تشخیص شخصیت افراد بر اساس شاخص يژگیستخراج ورای اباست نت الایکسروبرتا و ، برت دهیدآموزش

عه با استفاده از مجمو یشنهادیپکند. روش مي گیریمیتصمها مدلنتایج  یریگنیانگیبر اساس م ستمیس، تیدر نهاشده است. 

های از مستخرج از مدل هایيژگیبا استفاده از وشخصیتي  تهر صف یبرا کنندهينیبشیمدل پ کی X ياجتماعهای شبکه داده

، ترقیابه بهتر عمل کرده است. به طور دقهای مشپژوهشاز ، دهد که روش پیشنهادینشان مي نتایج. کنديم دیتول آموزش دیدهپیش

 1۸212برابر با  F1 امتیاز و ٪2۸2.دقت ها و بر روی یکي از مجموعه داده F1 1۸..2 گیریاندازه ازیو امت %۸۸..دقت این مقاله به 

 یافته است. دست برای مجموعه داده دیگر 

 .برت، قیعم یریادگی، گزیبر رزیما، يشناس تیشخص، ياجتماع یهاشبکهکلیدواژگان : 
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 مقدمه -4

 را در بر وا يزندگ از ایهگسترد یهافرد جنبه کی تیشخص 

 با. [1] گذارديم ریتأث نیز وی روزمره یهاتیفعالبر و  ردیگيم

، اهشبکهاین استفاده روزافزون از و  ياجتماع یهارسانه یيشکوفا

نظرات با  و احساسات، هادهیبه اشتراک گذاشتن ا نیجامعه آنلا

 یرا برا یدیامکانات جدین مهم . ااندهداده شدسوق  گریکدی

 د.دهيارائه م يتیشخص یهايژگیاستنباط خودکار وهای سیستم

 یهاکه در شبکه یافراد و رفتار یخووخلق نیاست که ب يهیبد

 ارتباط، دهنديز خود نشان ماپست  او ی به صورت کامنت ياجتماع

 استخدام یهاستمیسمانند  موارد يدر برخ .[2]وجود دارد  يمحکم

 یهاستمیس، نیآنلا يابیبازار، يمشاوره شخص یهاستمیس

توان يمدر بانک اعتبار  يازدهیامت یهاستمیو س يشخص یهاهیتوص

استفاده کرد.  افراد تیرفتار و شخص فیتوص یبرا هاداده نیاز ا

 ياجتماع یهاشبکه یهاتیسا قیطرشخصیت از  صیامروزه تشخ

خودکار  صیتشخ یهاستمیتوسعه س یبرا اتوجه محققان ر

 بر اساس ي شخصیتنیبشیپ به خود جلب کرده است. تیشخص

به  ،گذارديبه اشتراک م ياجتماع یهاکه کاربر در رسانه يمتن امیپ

 یدشوار اریکار بس توانديم، يعیطب یهازبان يابهامات ذات لیدل

ه ي در زمینعیپردازش زبان طب نهیدر زم یادیز یهاشرفتیباشد. پ

 یهاتمیالگور، است. تا به امروز هحاصل شد برخورد با این ابهامات

جملات نوشته  ایرا قادر به درک کلمات  وترهایکامپ، پردازش زبان

 تیشخص ينیبشیپهای سیستم شده به زبان انسان کرده است.

به همراه  نیماش یریادگیو  قیعم یریادگی تمیموجود از الگور

 بندی استفادهبهبود دقت طبقه یبراواژگان باز  يژگیاستخراج و

 یاهنیزم یهايژگیاستخراج و یبرا کردیرو نیا، حال نی. با اکنديم

 یهاتمیالگور تیمحدود لیبه دلمحدودیتهایي دارد که  در جمله

تي نظیر استفاده از واژگاني که در پیکره استفاده و مشکلا يمحاسبات

علاوه بر شود. ناشي مي، دانحضور نداشته شده هنگام آموزش مدل

مورد استفاده  یهامجموعه دادهدر  ی موجودهادادهحجم پایین ، نیا

 تمیوربا استفاده از الگ ژهیوبه تیشخص ينیبشیپ ستمیدر ساخت س

به حداکثر رساندن عملکرد مدل  یبرا يمانع اصل، قیعم یریادگی

 فیبر اساس ابعاد )صفات( مختلف تعر تیشخص، همچنیناست.. 

قابل اغماض  ریغ يهمبستگ کیها اغلب با يژگیو نیشود و ايم

است.  شده دییتأ زین يروانشناس يتجرب قاتیهمراه است که در تحق

به ندرت مورد  يژگیو يضمن یهايهمبستگ نیچن، حال نیبا ا

                                                 
1 Bidirectional Encoder from Transformer (BERT) 
2 Robustly Optimized BERT Pretraining Approach (RoBERTa) 
3 XLNet 

 .رندیگياستفاده قرار م

 قیعم یریادگی یمعمار کی مقاله نیا، با پرداختن به مسائل فوق

از  يمختلف زبان یهامدل یکه بر رو کنديم شنهادیرا پ يچند مدل

ه از رمزگذار دوطرفاست. این سه معماری شامل  دهیآموزش د شیپ

 یشده قو نهیبه کردیروو  1به اختصار برتیا  ترانسفورماتورها

ا یا به اختصار برت يآموزششیپ و در آخر معماری  2روبرت

 یبرا ۴افتهیمیتعم ونیخودرگرس آموزششیپ ککه ی ۳ نتالایکس

بر متن از  يمبتن یهاداده يمتن یمعنا افتیدر یدرک زبان برا

با ، خروجي این سه مدل، . سپسشونديم استي اجتماع یهارسانه

 لیتحل نظیر های طبیعيبانی در پردازش زگریدی آماری هايژگیو

تحلیل متن  و TF-IGM با روش نوین دهيوزن، ي متوناحساس

 يمل قاتیتحق یداده واژگان احساسات شورا گاهیپا ورودی بر اساس

(۸NRC )ي بینپیشجهت مدل یک ساخت  یبراشوند و ترکیب مي

 شوند.ي به یک شبکه وارد ميتیشخص یهايژگیو

 پیشینه تحقیقبر  یمرور -۲

، هااجتماعي و استفاده گسترده از آن یهابا توسعه رسانه

 یهاتینظیر تشخیص شخصیت افراد بر اساس فعال یيهاتیفعال

ها مورد توجه زیادی قرار در این رسانه، زباني یاجتماعي و الگوها

وتری یکامپ یهاستمیو س هاتمیافزون الگورگرفته است و با رشد روز 

ت بیني شخصیپیش یهااین حوزه توسعه شگرفي یافته است. مدل

یادگیری عمیق و الگوریتم یادگیری ماشیني به  متدهای از، موجود

. کننديبندی استفاده مهمراه استخراج ویژگي برای بهبود دقت طبقه

محاسباتي و استفاده از  الگوریتم یهاتیبه دلیل محدود، با این حال

 یيهاتیاین رویکردها دارای محدود، یک پیکره از پیش تعریف شده

حداقل ، علاوه بر اینهستند در استخراج عناصر متني در جمله 

 یهاستمیمورد استفاده در توسعه س یهاتعداد مجموعه داده

یادگیری  یهاتمیویژه هنگام استفاده از الگور به، بیني شخصیتپیش

عنوان مانع اصلي برای به حداکثر رساندن عملکرد مدل به، میقع

 یاین بخش شامل بررسي مختصری از کارها است.شناسایي شده

 یهاابتدایي صورت گرفته در حوزه تحلیل شخصیت کاربران شبکه

اقدامات انجام شده در ، نخستاست:  يدو حوزه اصل در اجتماعي

 ینی یادگیری ماشهاکیتکناز با استفاده  تیشخص صیتشخ زمینه

مروری بر تحقیقات صورت ، دهد و سپسرا مورد بررسي قرار مي

 نیرتشرفتهیبا استفاده از پ تیشخص صیتشخ گرفته در زمینه

4 Generalized Autoregressive Pretraining 
5 National Research Council 



 زبریگ براساس شاخص مایرز  x اجتماعي یشبکه در شناسایي خودکار خصوصیات شخصیتي افراد

۴ 

و مدل  2LSTM-Biو  1LSTMمانند یادگیری عمیق  یهاتمیالگور

  .را دارد برت

از  تیشخص صیتشخزمینه مطالعات موجود در  -۲-4

 یادگیری ماشینی هاکیتکن قیطر

شامل  یادگیری ماشینبا استفاده از  يتیشخص یهايژگیو ينیبشیپ

ها و الگو لیو تحل هیتجز یمختلف برا یهامدل دنیکش ریبه تصو

 نیماش یریادگی یهااست. روش يمتن یهاروابط درون داده

 یهاداده انیدر م یرفتار لاتیتما نیرا ب يتوجهقابل يهمبستگ

از  هادر این الگوریتم و دهندينشان م ياجتماع یهارسانه يمتن

متن زبان و  لیتحل یبرا یریادگی یهاو مدل یجاساز یهاکیتکن

 شود. استفاده مي يتیشخص یهايژگیمحاسبه و

ا برا  افرادهای شخصیتي ویژگيتوانست  2121چاهان سو در سال 

 دهمتشکل از  ایههای یادگیری ماشین و با مجموعاستفاده از روش

مطالعه بر اساس مجموعه  نیاتشخیص دهد.  کنندهينیبشیپ مدل

 تیشخص 21در مورد  ينظرسنج کیهای پاسخ از متشکل یهاداده

ز ه ادبا استفا چاهان سو توانستاست.  يشناختتیمورد جمع سه و

 گیریروش نمونه اصلاح عدم تعادل کلاس مانند یهاروش

SMOTE ای ADASYN نشده  دهید هایداده در درصد 4۴ دقت به

 .[3] بدایدست 

و  یریف انیبرلتوسط ، 2121در سال  یگریمطالعه گسترده د

 نیترکینزد يبیترک کردیبا همان روش و به دنبال روهمکارانش 

توانست به  که، انجام شد SMOTE-ENNشده با  شیرایو هیهمسا

 یاز آن است که برا يحاک قیتحق نیا دست یابد. درصد 42دقت 

روش  در مورد شتریبه مطالعه ب تیشخص یبندبهبود عملکرد طبقه

 .[4] است ازین یگرید یبندو مدل طبقه يبیتعادل ترک

نوان به ع MBTIبندی از طبقه 2121در سال  و همکاران اریکات

 یهارسانه یهاپروژه با تمرکز بر داده یهامیابزاری برای استخدام ت

 و X شبکه اجتماعي نظیر ،هاوبلاگ، عنوان مثالاجتماعي به

مدلي مبتني بر ، . برای این منظورکندياستفاده م ۳اورفلواستک

 با استفاده از مجموع TF-IDF یو تعداد Naïve Bayesبندی طبقه

که نتایج آن  شوديارزیابي م اورفلواستکو  Xکاربر  ۴1 یهاپست

شخصیتي و هم  یهايژگیکه ممکن است بتوان هم و دهدينشان م

 کردتخراج جذب اسفرآیند فني را از متن برای تسهیل  یهامهارت

[5]. 

                                                 
1 Long short-term memory  
2 Bidirectional Long Short-Term Memory 
3 Stack Overflow  

 یهارسانه یهااستفاده از پستبا ، 2121و همکاران در سال  ساهونو

 يژگیبا تمرکز بر استخراج وو ، Kaggleدر مجموعه داده  ياجتماع

دست پیدا  ٪۴.دقت توانستند به  MBTIبر اساس روش ي تیشخص

وش با ر يژگیاستخراج واز ، پردازشپیش در این مطالعه برایکنند. 

IDF-TF شده استفاده  ۴يبانیبردار پشت نیماش از بندیطبقه برای و

 .[6] است

افراد بر  تیشخص یبندطبقهبرای  2121در سال  کوفیبوگدانچ

مطالعاتي را انجام  ApacheSparkرم فدر پلت MBTI اساس شاخص

، ۸کیلجست ونیمختلف )رگرس یبندطبقه تمیاز سه الگوراو داد. 

 ينیبشیآموزش و پ یبرا بردار( بانیپشت نیماش، زیساده ب

 Kaggle یهادر مجموعه داده MBTI يتیشخص هایویژگي

قت د هند و توانستند بدکرکاربر استفاده  تییتو 24۸.متشکل از 

 .[7] درصد دست یابند .4

 ينیبشیپ یبرا XGBoostبند طبقهاز  2121در سال سوهارتونو 

با وی ، کرده استاز متن استفاده  MBTI يتیشخص یهايژگیو

 یهاکیبا استفاده از تکن يژگیپردازش و انتخاب وپیشاستفاده از 

TF-IDF [8] ست یابدد 11/42دقت  توانست به. 

ترکیبي متشکل  مدل کی از 212۳و همکاران در سال  پراسانا کومار

، کیلجست ونیرگرسنظیر مدل های  نیماش یریادگیچهار مدل  از

 بینيپیشبرای  يو جنگل تصادف 2زیب، بانیبردار پشت نیماش

-Chiو  PCA يژگیبا انتخاب وها آن شخصیت افراد استفاده کردند.

square یگذارمانند برچسب يژگیاستخراج و یهاروش و TF-IDF 

 فاتعملکرد ص يابیارز یشده برانظارت یهاتمیبا استفاده از الگورو 

دست پیدا ، LRدرصد با  4۳و  RFدرصد با  24 توانستند به دقت

 .[9] کنند

مدل  کیتوسعه  یبرا، 212۴و همکاران در سال خسوس سرانو

 را با استفاده از نیماش یریادگی مدل نیچند، تیشخص صیتشخ

 یریادگی یهاتمیو الگور، مختلف يو واژگان یيمعنا یهايژگیو

ل مد لکرد. عمکنديم بیترک، کلمه یجاساز یهاکیتکن و، قیعم

 یيبا استفاده از مجموعه داده استاندارد طلا یشنهادیمجموعه پ

MyPersonality 42۸22و به دقت متوسط  شده است. يابیارز% 

ر از بهت یشنهادیچارچوب پ دادنشان این مطالعه  جینتا .یافت دست

ر ب يمبتن یهاتمیو الگور نیماش یریادگی يمدل گروه یهایمعمار

 .[10] کنديم ملع، قیعم یریادگی

4 SVM 
5 Logistic regression 
6 Naïve Bayes 
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از  تیشخص صیتشخزمینه مطالعات موجود در  -۲-۲

 قیعم یریادگی یهاکیتکن قیطر

که با  از یادگیری ماشین است رمجموعهیزیادگیری عمیق یک 

 یادگیری عمیق .چندگانه سروکار دارد یهاهیبا لا يعصب یهاشبکه

در پردازش حجم  . وها استداده دهیچیپ یمقابله با الگوها قادر به

ها نیز از آن يسلسله مراتب یهايژگیها و استخراج واز داده یادیز

اما اغلب به منابع  ی دارد.برتر های یادگیری ماشیننسبت به روش

 ازیآموزش ن یابزرگ بر یهاقابل توجه و مجموعه داده يمحاسبات

، کانولوشنال یهاها شامل شبکهمدلامل یادگیری عمیق شدارد. 

 هستند.  بازگشتي یهاو شبکه 1قیباور عم یهاشبکه

یک رویکرد جدید مبتني بر  2121امیرمحمد کاظمیني در سال 

یادگیری عمیق را برای تشخیص خودکار شخصیت افراد از روی متن 

 نیترشرفتهیها ارائه کرده است. او از پو مقاله نوشته شده توسط آن

یعني مدل زباني برت برای ، موجود در درک زبان طبیعي یکردهایرو

از  متني یهاداده از شده کلمات سازیاستخراج جاسازی مفهوم

برای تشخیص خودکار شخصیت نویسنده ،  MBTI_1 ه دادهمجموع

 بندیدسته برای . سپس از ماشین بردار پشتیبانکندياستفاده م

ای که مقاله با استفاده از مجموعه دادهاین  کند.يها استفاده مادهد

 یهايژگیروشي را برای تشخیص و، شامل مقالات متعدد است

 BERTبر روی تکنیک  Bagged SVMشخصیتي با استفاده از 

Word Embedding Ensembles 1۸۴ . این مدلکنديپیشنهاد م٪ 

قبلي برتری دارد و همچنین از نظر محاسباتي  یهانسبت به مدل

 Ensembleهای این مقاله از روش. برای آموزش کارآمدتر است

Learning   وBagged SVM های شخصیتي برای تحلیل ویژگي

ی هااز روش همچنین برای تنظیم پارامترهااستفاده کرده است. 

 برای افزایش استحکام Ensemble تکنیک ،2ایهجستجوی شبک

 .[11]استفاده شده است  مدل و کاهش واریانس

یک مدل مبتني بر یادگیری عمیق  2121کمال الدمرداش در سال 

 بندی شخصیت با استفاده از ترکیببیني و طبقهجدید را برای پیش

. این مدل از کنديپیشنهاد م بندیها و سطوح مختلف طبقهداده

از  يزبان یمدل ها قیاز طریری در پردازش زبان طبیعي انتقال یادگ

برد. و برت بهره مي Elmo ،ULMFiTیعني  دهیآموزش د شیپ

با  بیهر مجموعه داده را به ترت ،هنگام ارزیابي روش پیشنهادی

شد.  میآموزش تقسدرصد 11، آزمون درصد 21ت نسب یهاداده

 ٪۳۸12و  ٪1۸2۸د افزایش دقت رقابتي و قابل توجهي حدو، نتایج

                                                 
1 Deep belief networks 
2 Grid Search 

 قیمدت عم حافظه کوتاه قیعم یریادگی ۳

 استاندارد داده مجموعه دو برای نتایج جدیدترین با مقایسه در

شان را نیص شخصیت تشخ برای myPersonality و Essays طلایي

ای برای های جستجوی شبکهروش از در این مقاله،. دهديم

 . [12] ها استفاده شده استسازی پارامتربهینه

بر  يمبتن يبیمدل ترک کی 2121در سال احمد و همکاران 

 کانولوشن الحاق شده با حافظه يشبکه عصب يعنی ق،یعم یریادگی

-یيگرا)درون يتیشخص يژگیورا برای استخراج کوتاه مدت 

با استفاده از  هاآن. ارائه دادنداحساس، تفکر( -شهود ،یيگرابرون

کلمه با  یهایجاساز و تکنیک CNN+LSTM يبیترک کردیرو

مدل، واحدها،  یهاهیدر لا راتییمختلف از جمله تغ یهایکربندیپ

دست درصد  .. قتدتوانستند به و اندازه واژگان  یااندازه دسته

 .[13] یابند

-CRISP" مدل 2122در سال جاناتان اچ چان و  اونتوم پاتیساکد

DM"  یوداده کا یبرا يصنعت نیاستاندارد ب ندیفرآ»را که مخفف» 

در تشخیص مدل شخصیتي  یریادگی ندیفرآ تیهدا یبرا را است

MBTI که  یي. از آنجاافراد از روی متن معرفي کردند" CRISP-

DM " یآن را با متدولوژ نویسندگان، است یتوسعه تکرار ينوع 

دند کر دغاما، است عیسر یافزار تکرارروش توسعه نرم کیچابک که 

ا همجموعه دادهدر این مطالعه  ند.توسعه را به حداقل برسان چرخهتا 

 میتقس« تست یهادرصد مجموعه 2۸»و « درصد آموزش 4۸»به 

ي سازی مبتنبهینهروش  از همچنین برای تنظیم پارامتر ها وشدند 

 .[14] استفاده شده استبر گرادیان 

 یهايژگیو یبندطبقه یبرا، 212۳در سال  يازهرتلمحمد 

 از مجموعه ياجتماع یهارسانه یهالیبا استفاده از پروفا يتیشخص

با استفاده از  استفاده کرده است. وی یوتیوپ تیداده شخص

بکه ش ي مانندچند برچسب شدهنظارتمهین یریادگی یهاتمیالگور

، LSTM ،BiLSTM، بازگشتي يشبکه عصب، کانولوشن يعصب

GRU  وBiGRU مورد  11متقاطع  ياز اعتبارسنج و با استفاده

ظیم با استفاده از جستوی تصادفي به تنتوانستد  قرار گرفتند يابیارز

 .[15] درصد دست پیدا کند .. F1به امتیاز دقیق پارامتر ها و 

 یبرا DeepLSTM۳ مدل کاز ی ۳212در  بهاردواج تیهارش

 یهاگنالیبا استفاده از س يتیشخص یهايژگیو بندیطبقه

مدل  یيکارا يابیارز این مطالعه . هدفاستفاده کردالکتروانسفالوگرام 

DeepLSTM د موجو ينیماش یریادگی شرفتهیپ یهابندبا طبقه

از  یشنهادی. مدل پاست LibSVMو  MLP۴، KNN۸، SVM مانند

 هیپرسپترون چندلا ۴
5 K-Nearest Neighbors 
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با حداکثر ، ۳1-41 یبندشنیپارت کردیرو یموجود برا یهابندطبقه

های این مقاله از روش.  .کنديبهتر عمل م %21۸۳2 یبنددقت طبقه

های به همراه روش Gradient Descentسازی استاندارد مانند بهینه

استفاده  batch sizeو  learning rateتنظیم هایپرپارامترهایي مانند 

 . [16]شود مي

را  تیشخص ينیبشیپ دیمدل جد کی 212۳ي در سال راساپالیس

، مواجه با مشکل کمبود در یادگیری عمیق یبرادهد. وی ه ميئارا

 .کنداستفاده مي منبع یبردارها و نقشهادغام داده یهاکیاز تکن

ادغام با ، آن ازو بعد  Big Fiveبه  MBTI پس از نگاشتنتایج 

 نیبالاترتوانست به ، MyPersonalityو  Essays یهامجموعه داده

دست پیدا  F1 1۸22۴ یریگاندازه ازیو امت درصد 4۸.2.دقت 

جستجوی های برای تنظیم هایپرپارامترها از روشمطالعه این .کند

 .[17] برندبهره مي تصادفي

های اجتماعي های شبکهاز دادهموهان و همکاران  212۳در سال 

 هاآنترکیب  Word2Vec هایتعبیه استفاده از و MBTI مرتبط با

 يشیآزما یهادرصد در داده 24به دقت توانستند  LSTM با مدل

 يپردازش شده و بالشتکپیشاز  یهايتوال یرو رایز ،یابنددست 

، مدل بهتر LSTM یهاهیآموزش داده شده بود. با استفاده از لا

متن را درک کند و  یموجود در ورود ياطلاعات متن توانديم

 .[18]  کند افتیطور مؤثر دررا به يمتوال یهايوابستگ

بیني تیپ به بررسي پیشگروچ رویان و همکاران  212۳در سال 

 .اندهای نوشتاری پرداختهاز متن MBTI مبتني بر مدلشخصیتي 

 هایهای نامتوازن در کلاساین پژوهش بر چالش دادهآنها در 

MBTI  برای حل این مشکل، نویسندگان از داشتند و تمرکز کرده

 اند.ها استفاده کردهبرای ایجاد توازن میان کلاس SMOTE4 تکنیک

بودند  MBTI-1از دیتاست  های مورد استفاده شامل جملاتيداده

های شخصیتي را منعکس های زباني مرتبط با تیپکه ویژگي

کلمات و سازی، حذف توقفپردازش داده شامل توکنپیش .کنندمي

 های پیشرفتههای عددی با استفاده از روشتبدیل متن به تعبیه

بوده است. نتایج نشان داد که استفاده  (NLP) پردازش زبان طبیعي

 ها راتوجهي دقت و حساسیت مدلتوانست به طور قابل SMOTE از

 .[19]  های نامتوازن افزایش دهدبیني کلاسدر پیش

 ينیبشیپ تیتمرکز بر تقونیمارا و همکاران با  212۴در سال  

 شرفتهیپ یهاکیتکن قیاز طر يمتن یهاز دادها MBTI تیشخص

 یهاندبطبقه ياثربخش ،BERTو  GloVe مانندکلمه،  یجاساز

، Random Forest، XGBoostاز جمله  ن،یماش یریادگیمختلف 

                                                 
1 Synthetic Minority Oversampling Technique 

LinearSVC ،SGD ،Logistic Regression  وCatBoost  را در

 ن،ی. علاوه بر اکنديم يبررس MBTI يتیشخص یهاپیت ينیبشیپ

 ،یسازکردن متن، توکن زیپردازش مانند تمپیش یهاکیتکن ریتأث

بر عملکرد  BERTو  GloVe یهایساز، جاTF-IDF یبردارساز

 قیتحق نیا ن،ی. علاوه بر اردیگيقرار م يمورد بررس یبندطبقه

 قیاز طر يپرداختن به عدم تعادل طبقات یرا برا یيهایاستراتژ

از دقت و  يحاک جی. نتاکنديم يبررس یبردارنمونه یهاکیتکن

به  XGBoostچندگانه است که  یهابندطبقه نیعملکرد بالا در ب

 .[20]  است افتهیدست  %24۸۳۳دقت  نیبالاتر

یک چارچوب محمودی و همکاران طایفه 212۴در سال 

های اجتماعي ارائه ای برای تحلیل محتوا در شبکهچندمرحله

، استفاده صرف از واژگان حسي مثبت و منفي برای ها. آندهدمي

لاً ها معمو، زیرا این روشاندندانستهکافي را تعیین قطبیت متون 

همبافت، لحن بیان، دامنه موضوعي و مفاهیم معنایي را نادیده 

ای هویژه در شبکهگیرند. به همین دلیل، رویکردهای نوین، بهمي

-های معنایي و قواعد اگرزارهاجتماعي، به سمت تحلیل مبتني بر گ

اند تا با توجه به لحن راوی، همبافت انتشار محتوا و آنگاه رفته

و  تر از نیتتر و عمیقهای مضموني پنهان در متن، درکي دقیقپیام

نگرش مولف به دست آورند. این مقاله با معرفي پنج طبقه معنایي 

رواداری،  ری/باوری، همیاحرمت حیا/ باوری،صداقت شامل عدالت/

باوری، چارچوبي مفهومي برای تحلیل اندیشیدن و تعالي دانستن/

دهد اجتماعي ارائه مي-های فرهنگياحساس بر اساس محتوا و ارزش

های اجتماعي، های واقعي شبکهو با اعتبارسنجي آن بر روی داده

. . نتیجه مطالعه نشان کندکارایي و جامعیت این روش را اثبات مي

های مدل توانایي قابل توجهي در تمایز کاربران با سبک دهدمي

 .[21]  نگارشي و رفتاری متفاوت دارد

های گروهي زاده با تحلیل پیامفرد و وليشایگان 212۴در سال 

یک نها . آهای شخصیتي کاربران پرداختندتلگرام به استخراج ویژگي

 Cosineاند که از سه الگوریتم سیستم ترکیبي طراحي کرده

Similarity ،MLP  وBayes  برای استنباط شخصیت کاربران از

کند، سپس بر اساس نتایج های گروهي در تلگرام استفاده ميپیام

شود. های مرتبط به هر کاربر ارائه ميشناسي، توصیه کانالشخصیت

دهد که این سیستم موفق به کسب مي های انجام شده نشانارزیابي

 . [22] کاربران شده است ٪2۸٫۴2رضایت تقریبي 

های بزرگ زباني برای تولید ، هو و همکاران از مدل212۴در سال  

های معنایي و احساسي جایگزین متن استفاده کردند؛ سپس نسخه
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پایش و بازنمایي شخصیت  encoderرای آموزش ب 1از یادگیری تضاد

آزمایش شده و به  MBTIداده بهره بردند. این روش روی مجموعه

ای هبهبود قابل توجه در دقت تشخیص شخصیت نسبت به روش

 TAE طبق نتایج این مقاله، مدل پیشنهادی. قبلي دست یافتند

(Text Augmentation Enhanced )ها و با استفاده از تقویت داده

، بهبود قابل توجهي در دقت LLM ها توسطچسبسازی برغني

دهد. بر اساس سنجه های شخصیتي ارائه ميتشخیص ویژگي

Macro-F1:  مدل کگلدر مجموعه داده ،TAE  42۸14به میانگین٪ 

همچنین  رسید. ٪2۳۸1۸عملکرد  به، پاندورادر مجموعه داده و 

بهبود  کگلدر  TAEدهد که نشان مي BERTmeanمقایسه با 

ارتقاء یافته  ٪2۸۸۳حدود + پاندوراداشته، و در  ٪۸۸.۳چشمگیر +

 .[23]  است

، ژو و همکاران با طراحي یک مدل دوگانه با نام 212۴ در سال

Dual Enhanced Network (DEN)  که شخصیت کاربران را از دو

کند، روی دو مجموعه داده منظر پایدار و مقطعي تحلیل مي

سازی تعامل های اجتماعي اجرا کردند و با مدلاستاندارد شبکه

های زباني، به بهبود قابل توجهي در دقت دوجهته بین ویژگي

 لایه رسیدندنسبت به رویکردهای تک MBTIهای بندی تیپطبقه

[24]. 

نوآورانه  2يیک چارچوب خودنظارت، شن و همکاران 212۸در سال 

های متني در را برای شناسایي شخصیت کاربران بر اساس پست

با استفاده از یک مدل گراف  هاکردند. آنهای اجتماعي معرفي شبکه

یر ه تغیها بر اساس دادها و یالدر آن گرهکه عصبي پویا خودنظارتي 

های معنایي، برای استخراج ویژگي LLMبرداری از و بهرهکنند مي

ا پس از آن، ب های شبکه اجتماعي ساختند.گرافي دینامیک از پست

، مدل با سه هدف (GNN) های عصبي گرافاستفاده از شبکه

زش آمو تضاد یادگیری و هایال بینيپیش ها،گره بازسازیمشترک 

تری ایجاد شود. نتایج نشان ایل شخصیتي قویشود تا پروفداده مي

دهد که این ترکیب بین فهم معنایي و ساختار پویا، نسبت به مي

های ثابت، در تشخیص شخصیت عملکرد های مبتني بر گرافروش

سازد تا با دقت بالا تری را قادر ميهای سبکبهتری دارد و مدل

 هایمجموعه این روش روی های شخصیتي استخراج کنندپروفایل

شد و عملکرد  اجرا 24۸.۸با دقت  پاندوراو  1۸۸۴. با دقت کگل

 .دهای رایج در تشخیص شخصیت بدست آوربهتری نسبت به روش
[25] 

                                                 
1 Contrastive learning 
2 Self-supervised 
3 Extraversion 
4 Introversion 
5 Sensational  

 RoBERTaو ایوبزاده با استفاده از  نظریشاه، 212۸در سال 

تلاش کردند تا  های مکالمه تلگرامشده بر روی دادهتیونفاین

های و جنسیت کاربران را از روی پیام MBTI های شخصیتيویژگي

های نیاز از برچسبوگویي تلگرام استخراج کنند، بيگفت

 1٬212پیام از  1۳.٬.22ای شامل خوداظهاری. آنها مجموعه داده

کاربر با  .2٬۸2پیام از  12۸٬112و  MBTI کاربر با برچسب

با در نظر  RoBERTa ردند. مدلآوری کبرچسب جنسیت جمع

 ٪2٫12.را با دقت  MBTI گرفتن سطوح اعتماد توانست شخصیتي

های تحلیل ویژگي. شناسایي کند ٪4۴٫۴و جنسیت را با دقت 

 و شهودی گراهای درونشخصیتي نشان داد که افراد با گرایش

ه پژوهشگران در این مقال عالیت بیشتری در تعامل نوشتاری دارند.ف

در تشخیص ضمني تیپ شخصیتي  ٪2۸12.توانستند به دقت 

را در شناسایي  Transformer هایاین نتایج، قابلیت مدلبرسند. 

نکاتي در اً دهد، ضمنای نشان ميهای ضمني از زبان محاورهویژگي

 .[26]  کندها مطرح ميمورد توازن میان دقت و پوشش داده

ک مدل ی ، استراکوالورسي و آگاتي با استفاده از212۸در سال  

و پردازش  TF-IDF هایمبتني بر ویژگي XGBoost بندیطبقه

کلمه  111را با تنها  MBTIبندی متن نظرات کاربران یوتیوب، طبقه

کاربران یوتیوب  MBTIها توانستند متن در هر کاربر انجام دادند. آن

حلیل ها را با تبیني کنند و توالي رایج تیپرا با دقت بالایي پیش

 موضوع قرارگیری کاربران )مانند نظریه توطئه یا سفر( ارائه دادند

[27]. 

 روش اجرای تحقق -۳

 شاخص مایرز بریگز -۳-4

سال گذشته یک تست ارزیابي شخصیتي  ۸۸شاخص مایرز بریگز از 

سراسر جهان بوده است. این آزمون شناخته شده و پذیرفته شده در 

نظریه کارولوژی یونگ کارل یونگ است و شخصیت انسان  بر اساس

 کند. این بعد ها به ترتیب شاملتوصیف مي ساسيا را در چهار بعد

، 2شهودیدر مقابل   ۸يحس ،۴یيگرادروندر مقابل ۳گرایيبرون

 11کارملاحظه  در مقابل 2داوری کننده ،.حساسيا در مقابل 4يمنطق

شخصیت افراد را در یکي از شانزده گروه شناخته و در نهایت . هستند

 زیر قرار مي دهد:شده 

1. ENFJ : قضاوتي - احساسي - شهودی - گرابرون ، 

6 INtuition 
7 Feeling 
8 Thinking 
9 Judging 
10 Perception 

https://karboom.io/mag/articles/%D8%AA%D8%AD%D9%84%DB%8C%D9%84-%D8%AA%DB%8C%D9%BE-%D9%87%D8%A7%DB%8C-%D8%B4%D8%AE%D8%B5%DB%8C%D8%AA%DB%8C-mbti#h_68175732415701605364839372


 زبریگ براساس شاخص مایرز  x اجتماعي یشبکه در شناسایي خودکار خصوصیات شخصیتي افراد

. 

2.  ENFP : ادراکي - احساسي - شهودی - گرابرون ، 

۳. ESFJ : قضاوتي - احساسي - حسي - گرابرون ، 

۴. ESFP : ادراکي - احساسي - حسي - گرابرون ، 

۸. INFJ : قضاوتي - احساسي - شهودی - گرادرون ، 

2. INFP : ادراکي - احساسي - شهودی - گرادرون ، 

4. INTJ : قضاوتي - منطقي - شهودی - گرادرون ، 

.. INTP : ادراکي - منطقي - شهودی - گرادرون ، 

2. ISFJ : قضاوتي -احساسي - حسي - گرادرون ، 

11. ISFP : ادراکي - احساسي - حسي - گرادرون ، 

11. ISTJ : قضاوتي - منطقي - حسي - گرادرون ، 

12. ISTP : ادراکي - منطقي - حسي - گرادرون ، 

1۳. ESTJ : قضاوتي -منطقي - حسي - گرابرون ، 

1۴. ENTJ : قضاوتي - منطقي - شهودی - گرابرون ، 

1۸. ENTP : ادراکي - منطقي - شهودی - گرابرون،  

12. ESTP : ادراکي - منطقي - حسي - گرابرون. 

 مجموعه داده -۳-۲

 یها برااز آن توانياز اطلاعات هستند که م يمنبع غن X یهاداده

و د از، در این مطالعهکسب اطلاعات در موارد گوناگون استفاده کرد. 

معروف در شناسایي و تشخیص شخصیت کاربران فضای  تاستید

هر دو  .استفاده شده است MBTI500 و MBTI-1های به ناممجازی 

ها( همراه با برچسب ها و پستشامل متون نوشتاری )مانند کامنت

به دلیل رابطه مستقیم با الگوهای زباني و  .هستندنوع شخصیت 

ها اهمیت بالایي در مطالعات شناختي، این دیتاستروان

 شناسي و تحلیل متن دارندشخصیت

 MBTI-1مجموعه داده  -۳-۲-4

آوری جمع PersonalityCafeاین مجموعه داده از طریق انجمن 

شده است و نمونه متنوعي از شخصیت افراد در حال تعامل در یک 

وشامل تعاملات  دهديمرا ارائه  Xمحیط اجتماعي آنلاین مانند 

 MBTIها دارای برچسب کاربر است که همه آن 24۸.اجتماعي 

ارائه  CSV به صورت یک فایل مجموعه دادهاین  نویسنده هستند

پست  ۸1 شامل. ستون اول اصلي است شده است و شامل دو ستون

نوشته  X های اجتماعيدر پلتفرم یک کاربراست که توسط  متفاوت

ها اغلب به صورت چند جمله یا پاراگراف کوتاه شده است. این متن

ا جد از یکدیگر ('|||'سه خط )به صورت  هستند و با نمادهای خاصي

اند متون نوشته شده شامل موضوعات مختلفي مانند شده

در ستون  .ها، نظرات و عادات روزانه هستندها، دیدگاهمندیعلاقه

این  دوم برچسب شخصیتي هر یک از کاربران درج گریده است

که شامل ترکیبي از  است MBTI نوع شخصیت 12ستون حاوی 

سي/ شهودی، تفکری درونگرایي/ برونگرایي، حبندی چهار دسته

 در یتکرار ای يته فیرد چیه گر /ادراکي است./احساسي، قضاوت

، (NLP) این دیتاست برای تحلیل زبان طبیعيها ارائه نشد. داده

ع بیني نوبررسي روابط بین شخصیت و الگوهای زباني، و پیش

 .شودشخصیت استفاده مي

 MBTI500مجموعه داده  -۳-۲-۲

دیتاست جامع است که برای تحلیل یک  MBTI500مجموعه داده 

 طراحي شده است بریگز-های شخصیتي بر اساس شاخص مایرزتیپ

. این است و  MBTI-1 تر ازتر و دقیقای گستردهاین دیتاست نسخه

فرد مختلف است که هر یک  ۸11مجموعه داده شامل اطلاعاتي از 

 . این مجموعه داده نیز ماننددارای تیپ شخصیتي مشخصي هستند

مجموعه داده قبلي دارای دو ستون پست ها و برچسب شخصیتي 

پست آخر  ۸1از  ایمجموعهدرستون پست ها، نویسنده است.

ظرات، تواند شامل نکه مي یک فرد قرار گرفته است شده توسطنوشته

ها های پستمتن .تجربیات یا هر نوع محتوای متني دیگری باشد

ها گارشي، کلمات توقف، یا لینکاند و فاقد علائم نپردازش شدهپیش

ها انجام شده و به روی آن یابيهستند. همچنین، عملیات ریشه

. ستون دوم نیز اندای تقسیم شدهکلمه ۸11اندازه قطعات هم

فرد مقدار منحصربه 12که شامل  MBTI نوع شخصیتبرچسب 

مگابایت حجم دارد و  ۳۴2۸1۸ در حدود مجموعه داده. این است

 Redditها از بخش اعظم داده .است هزار رکورد 112شامل حدود 

آوری جمع Google BigQuery با استفاده از Dylan Storey توسط

ه استخراج شد PersonalityCafeها از انجمن شده است. مابقي داده

تنوع آوری شده و تلاش شده تا ها از منابع معتبر جمعداده .است

 .زباني و محتوایي بیشتری در این دیتاست وجود داشته باشد

MBTI-500 های پیشرفتهبیشتر در پژوهش NLP و یادگیری عمیق 

(Deep Learning) هدف این دیتاست  .گیردمورد استفاده قرار مي

های هوش مصنوعي بتوانند هاست تا مدلارائه تعادل بهتر در داده

 .کنند بینيشخصیتي را شناسایي و پیشبدون سوگیری، الگوهای 

 هاچالش عدم تعادل در داده -۳-۳

این دو مجموعه داده ، نشان داده شده است 1شکل همانطور که در 

 شینما INFP يتیشخص پیتبه طوری که  هستندنامتعادل 

که در به خود اختصاص داده است در مجموعه داده را  یتریقو

با توان مي، این مشکلبرای حل . دنیای واقعي غیرواقعي است

 و ها را برقرارتعادل داده، کلاس باینری چهاربه  هاشکستن کلاس

 بخشید.دقت مدل را بهبود 
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https://karboom.io/mag/articles/%D8%AA%D8%AD%D9%84%DB%8C%D9%84-%D8%AA%DB%8C%D9%BE-%D9%87%D8%A7%DB%8C-%D8%B4%D8%AE%D8%B5%DB%8C%D8%AA%DB%8C-mbti#h_53623023079081605365033960
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 MBTI نوع شخصیت در 45ها برای نمودار توزیع نمونه .4 شکل

 ساخت مدل -۳-1

 X ياجتماع یهارسانه یهااین مطالعه با تمرکز بر استفاده از داده

مدل انجام شد.  يابیتوسعه و ارز، هادادهپردازش پیش، در سه مرحله

مشاهده کرد.  2در شکل  توانيمربوط به هر مرحله را م اتیجزئ

پردازش پیشبه طور جداگانه ، اندشده یآورکه جمع یيهاتمام داده

استخراج  ندیپردازش شده توسط فرآپیش یهاداده جینتاشدند. 

قبل از ورود به مرحله ساخت مدل انجام  يژگیو انتخاب و يژگیو

 يمدل شاخص مایزر بریگزبر اساس  تیهر شخصبرای . شوديم

 .است تیبیني هر شخصکه هدف آن پیش شوديساخته م

 پردازشپیش -۳-1-4

پردازش پیشمجموعه داده را ی موجود در هادادهدر اولین گام تمام 

ی هايژگیرساندن وبه حداکثر ، پردازشپیشاز  ي. هدف اصلمیکنيم

 و حروف سازییکسانجهت  ابتدا .شده استاستخراج مفید

و کلمات با ، با معادل استاندارد حروف همه، هافاصله سازیاستاندارد

و جملات اختصاری نیز با فرم  گردندمي جایگزین املای درست خود

 گردد.ها تبدیل ميآن رسمي

از، به، »و کلمات اضافي مانند نمادها ، ينترنتیا یهاآدرسسپس 

سپس جهت افزایش دقت ها حذف خواهند شد. دادهو غیره از « که

های استفاده شده در متن، با کلمات در الگوریتم، تمامي ایموجي

گردند. در گام بعد جملات موجود به معادل خود جایگزین مي

تبدیل  ها و عبارات خاصواژهو درنهایت  جملات ساده و مرکب

، stemmingابع واستفاده از تبا  هااین واژه. سپس هند شدخوا

کلمه شناخته  کها، یاز آن آمدهدستتا فرم به شوديیابي مریشه

پردازش با استفاده از کتابخانه شیپ نی. اباشدشده در فرهنگ لغت 

NLTK کمک به  یرا برا يعملکرد زبان نیشود، که چندانجام مي

، یمانند نشانه گذار ياجتماع یهاسانهر تیوضع یهاداده یپاکساز

 کیحال،  نیدهد. با اارائه مي یدیو فرهنگ لغت کلمات کل شهیر

 Xشبکه اجتماعي  یهاپردازش دادهدر طول پیش يمرحله اضاف

های شخصیتي حذف تمامي تایپ ندیوجود خواهد داشت که فرآ

MBTI کارکرد تواند در ها مينوشته شده در متن است زیرا وجود آن

شوند. يم زهیتوکنها دادههمه  تیدر نها مدل اختلال ایجاد کند.

ام تر به نکوچک یهامتن به بخش میتقس ندیفرآ ی،ساززهیتوکن

 یبندطبقه یهاتمیالگوراست که ورودی مورد نیاز برای  توکن

 .است نیماش یریادگی

 استخراج ویژگی -۳-1-۲

شامل  ،ویژگيبا ترکیب دو روش استخراج ، مطالعه نیدر ا

سعي بر ، یآمار یهايژگیو وشده  دهیآموزش د شیپاز  یهايژگیو

منظور از . آن شد تا مدلي نوین در استخراج شخصیت معرفي شود

معروف  یهااستفاده از مدلشده  دهیآموزش د شیپاز  یهايژگیو

است. هر  نتالایکسروبرتا و ، برت هایدر یادگیری عمیق به نام

اندازه ابعاد بدنه  یآموزش داده شده دارا شیپاز  یهااز مدل کی

 روبرتا شامل، کلمه ۳1۸22 برت شامل مثلاً، هستند مخصوص خود

 کلمه است. ۳21111 شامل نتالایکسکلمه و  ۸12۸4

 کیدر  .42بعد  کیدر  در این مدل ها، کلمات نیاز ا کیهر 

 برت مدلاز مطالعه،  نیدر ا .شونديمداده نشان  یبردار شینما

 افزودن چندینبا  تغییر یافته استفاده شده است. در این معماری،

هرس  تکنیک انجام نیو همچن ي به مدل برتاضاف يخروج هیلا

لاح اصبرای تشخیص شخصیت،  مدل، هاهیکاهش تعداد لا یبرا هیلا

، به هر نمونه از ورودی در هادادهپردازش شده است. برای پیش

 ی[ در ابتدا و انتهاSEP[ و ]CLSای خاص ]هتوکنمجموعه داده، دو 

 سازبا فعالاضافه کردن یک لایه عصبي اضافه شده است.  جمله

SoftMax  ورودی ادغام شده باروی [CLS] در تشخیص جمله ،

توزیع احتمال متوالي بودن جملات  تواند موثر واقع شود وميبعدی 

را نشان دهد. همچنین در پایان هر زیردنباله نیز یک توکن  بو الف 

[SEPاضافه مي ] و  است خاتمه جملات به عنوان علامتشود که

 یهاهیلا این خروجيدر نهایت . دهديرا نشان م جملاتمرز بین 

 شبکه به عنوان ورودی به وها تبدیل شده ای از توکندنباله میاني به

ببیند. بر اساس رویکردی که در این آموزش  هابا آن شود تاوارد مي

سازی به نام توکن يسازی با استفاده از روشتوکنمطالعه اتخاذ شد، 

WordPiece  شده است.انجام 
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 ای از مراحل به کار برده شده در استخراج ویژگیخلاصه .۲ شکل

WordPiece است زیرکلمهبر  يمبتن یسازروش توکن یک. 

بر  يمبتن یسازتوکن نیب يحلراه رکلمهیبر ز يمبتن یسازتوکن

، رکلمهیبر ز يمبتن سازیتوکن یهاتمیالگور. کلمه و کاراکتر است

 . بلکهکنندينم میتر تقسکوچک یهارکلمهیکلمات پرکاربرد را به ز

عنوان . بهکنديم میتر تقسمعنادار کوچک یهارکلمهیکلمات را به ز

 و «پسر»به  «پسرها»واژه اما ، شودينم میتقس «پسر»واژه ، مثال

اژه و ردیبگ ادیتا  کنديبه مدل کمک م نی. اشوديم میتقس «ها»

 کسانی شهیمتفاوت اما کلمه ر يکم يمعانبا  «پسر»و  «پسرها»

به صورت  های تولید شده در این بخشتوکن شده است. لیتشک

 Token هانآشوند که به نگاشت مي .42 ثابت بردارهایي به طول

embedding عنای متبدیل توکن به بردار به منظور ثبت  .گویندمي

 Token Embedding .استها را با مقادیر عددی لغات و محتوای آن

 Segmentهای های دیگری به نامبرداربا تولید شده در قسمت قبل 

 یک جمله از داده ورودی

 "I tend to build up a collection of thinks" 

 

[CLS]+"I tend to build up a collection of thinks"+[SEP] 

[CLS]+"I"+"tend"+"to"+"build"+"up"+"a"+"collection"+"of"+"thinks"+[SEP] 

 

 در ابتدا و انتهای جمله [SEP]و  [CLS]های مخصوصقرار دادن توکن

-

 

Word Tokenization

 .کلمه دارد 64۲شود که طول حداکثر هایی تبدیل میهر جمله به توکن *

 

 WordPiece نگاشت کلمه به

 

 

 

 )برت(

WordPiece Vocabulary 

 )روبرتا( 

WordPiece Vocabulary 

 )ایکس ال نت(

WordPiece Vocabulary 

 ساخت توکن

101 9918 2912 3311 3102 2005 8283 1092 2813 2883 2934 102 

[CLS] “am” “sick” “after” “eat” “##ing

” 
“two” “packs

” 

“of” “instance” “noodle

” 

“SEP” 

 تعداد توکن ایجاد شده از ورودی

768 

0 

12 

0 0 0 0 0 0 0 0 0 0 0 

768 

1 

12 

2 3 4 5 6 7 8 9 10 11 12 

768 

Token 

Embedding 

Segment Embedding 
Positional Embedding 

برای هر جمله به صورت ماتریسی 

 (  758× با ابعاد )طول جمله 
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Embedding و Positional Embedding  یتا معنا شدهترکیب 

بردار . کنندبه مدل ارائه از ورودی استخراج و  یشتریب يمتن

Segment Embedding بردار به تمام نیدو بردار است. اول شامل 

 و دومینشود ياول اختصاص داده م یموجود در ورود یهاتوکن

 شوديدوم اختصاص داده م یموجود در ورود یهاتوکنبردار به تمام 

شامل یک ماتریس در  Positional Embeddingبردار ، گرید یاز سو

 جملهاز هر کلمه در  یبردار شیسطر اول نمااست.  کل جملات ابعاد

 رهیدوم و غ جملهاز هر کلمه در  یبردار شیدوم نما فیرد، اول است

 دهینام Input Embeddingکه  Embeddingسه  نیا بیاست. ترک

 یهایمعمار یهاتیغلبه بر محدود یبرا يبه عنوان راه حل، شوديم

را ضبط  يد اطلاعات توالنتوانيکه نم RNN مانند قیعم یریادگی

های در ادامه برای افزایش دقت مدل، ویژگي کند.يعمل م، دنکن

های طبیعي زبان های آماری در پردازشاستخراج شده را با ویژگي

های آماری استفاده شده در این یکي از ویژگيکنیم. ادغام مي

 یهااز نسخه يیکاست که  TF-IGM دهيار وزنیمعمطالعه، 

در فرآیند  TF-IGM يار سنتیمعباشد، مي TF-IGMبهبودیافته 

استفاده  يآموزش یهاس دادهلاعات کلابه کلمات از اط دهيوزن

، کنديل نمیدخ دهيعات را در فرآیند وزنلاو این اط کندينم

دهنده  طور کامل نشان به توانديبنابراین وزن محاسبه شده نم

از  يبندی متن باشد. در این پژوهش از یکدر طبقه کلمهت یاهم

با ناظر  يدهار وزنیکه یک مع TF-IGMبهبودیافته  یهانسخه

تعداد حضور  TF-IGMي دهار وزنیدر مع .شودي، استفاده مباشديم

صورت مجزا محاسبه شده و  به يفمثبت و من یهاکلمات در کلاس

 کی. هر کلمه در شوديشترین مقدار برای محاسبه وزن استفاده میب

و سپس کلمات بر  شوديشمارش م TF-IGMمقدار  کیسند با 

 یادیکه ارزش ز ي. کلماتشونديمقدار مرتب م نیتراساس بزرگ

بندی استفاده طبقه یهاساخت مدل یبرا يژگیعنوان ودارند به

مهم  یمعنا یکلمات حاو نیفرض کرد که ا توانيم رایز شونديم

 برچسب کلاس خاص هستند. کیسند با  کی

 𝑅𝑇𝐹𝐼𝐺𝑀(𝑡
𝑖
) = √𝑇𝐹 (𝑡

𝑖
, 𝑑

𝑗
) × (1 + 𝜆 ×

𝑓𝑖1

∑ 𝑓𝑖𝑟.𝑟𝑚
𝑟=1

) (1)  

𝑓روابط فوق در 
𝑖𝑟

ام است. 𝑟کلمه موردنظر در کلاس  تعداد رخداد 

𝑚 ها و تعداد کلاس𝑇𝐹(𝑡
𝑖
, 𝑑

𝑗
تعداد رخداد کلمه موردنظر در  (

𝑑سند 
𝑗

است که  1تا صفر متغیری قابل تنظیم بین  λو باشد. مي 

ا کند. تنهیک تعادل نسبي بین وزن سراسری و محلي برقرار مي

است که در رابطه دوم ریشه آن  TFتفاوت این دو معیار در مقدار 

ان ت نشبرخي از مطالعاهمچنین  در فرمول در نظر گرفته شده است.

در مدل بین شخصیت و احساسات ارتباط وجود دارد. ، دادند

 احساسي خاصي را در یهايژگیمدل باید وپیشنهادی این مقاله، 

ده ش يکار سع نیمتن وجود ندارد. در ا یکه در رمزگذار ردینظر بگ

و واژگان  یيمعنا لیبه نام تحل يفرهنگ لغت عاطف کیمدل با 

 ترقیدق صیشود تا مدل قادر به تشخ بیترک NRC جانیه

 باشد. تیشخص

 ردکیقسمت استفاده از رو نیاستفاده شده در ا یآمار يژگیو نیآخر

 يکلاس مثبت، منف یاستخراج وزن برا یبرا ياحساسات قطب لیتحل

، NRC جانیبر واژگان ه يمبتن يژگیاست. روش استخراج و يو خنث

است. که در آن رابطه  يسیمجموعه لغت به زبان انگل 1۴111شامل 

خشم، ترس، انتظار، اعتماد،  يعنی هر کلمه با هشت احساس مشترک

شده است. این روش به هر  دهيبرچسب و انزجار یتعجب، غم، شاد

جدول  .دهدبرچسب را اختصاص مي .ورودی در مدل یکي از این 

های آماری استفاده شده در این مطالعه را از از ویژگي ایهخلاص 1

 دهد.نشان مي

 بینیمدل پیش -۳-6

، یک تیشخص ينیبشیبهبود عملکرد در پبه منظور مطالعه،  نیدر ا

ي معرفي شده است. این مدل مدل چند قیعم یریادگی یمعمار

تشخیص هر یک از بعدهای شخصیتي  یبند براطبقهشامل چهار 

MBTI دهد.يرا نشان م معرفي شدهمدل  یمعمار ۳شکل باشد. مي 

های به نام شدهآموزش دادهزباني از پیش معماری از سه مدلدر این 

نت برای مرحله استخراج ویژگي استفاده شد. البرت، روبرتا و ایکس

 12، واحد مخفي .42، لایه رمزگذار 12ها متشکل از این مدل

Attention head هستند. .42هایي با ابعاد و توکن 

 

 هاداده پردازشپیشهای استفاده شده در ویژگی .4 جدول

 ابعاد توضیحات ویژگی

TF-IGM 

سند  کیکلمه در  کی تیاهم افتنی یبرا یروش آمار

 روش بر اساس نیسند. ا کیبرچسب کلاس  ریتحت تأث

بندی در طبقه و TF-IDF نیب قیعملکردتحق سهیمقا

 .شوديمتن استفاده م

111 

آنالیز 

احساسي 

 متن

 

 تیدر وضع يو خنث يمثبت، منف TF-IGMدرصد 

 لیتحل کردیاز رو در این پایان نامه. ياجتماع یهارسانه

کلاس مثبت،  یاستخراج وزن برا یبرا ياحساسات قطب

 شده استاستفاده  يو خنث يمنف

۳ 

NRC 
 

و رابطه هر  يسیمجموعه لغت به زبان انگل 1۴111شامل 

خشم، ترس، انتظار،  يعنیکلمه با هشت احساس مشترک 

 و انزجار. یاعتماد، تعجب، غم، شاد

. 

 111 های آماری استخراج شدهمجموع ویژگي
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 معماری کلی پیشنهادی .۳ شکل

 

 نیانگیتابع مدل م

 لایه خطي

 دراپ اوتتابع 

 ReLUساز فعال لایه نرمال با

 

 لایه خطي

 

 ReLUساز فعال لایه نرمال با

 
 لایه خطي

 

 NLPهای ویژگي

 (ویژگي 111بردار با تعداد )

 

Concat 

 مقدار بردار توجه وضرب بردار 

مکسفتتابع سا  

Scale 

  دکلی بردار و ضرب بردار کوئری

(K) گرید یهایاز ورود 

مقداربردار   

 

کلیدبردار  بردار کوئری  

BERT Input Embedding RoBERTa Input Embedding XLNET Input Embedding 

 لایه خطي

 

 دراپ اوتتابع 

 

 ReLUساز فعال لایه نرمال با

 

 خطيلایه 

 

 ReLUساز فعال لایه نرمال با

 
 لایه خطي

 

 NLPهای ویژگي

 (ویژگي 111بردار با تعداد )

 

Concat 

 مقدار بردار توجه وضرب بردار 

 مکسفتتابع سا

 

Scale 

  دکلی بردار و ضرب بردار کوئری

(K) گرید یهایاز ورود 

مقداربردار   

 

 بردار کوئری

 

کلیدبردار   

 

 لایه خطي

 

 دراپ اوتتابع 

 

 ReLUساز فعال لایه نرمال با

 

 لایه خطي

 

 ReLUساز فعال لایه نرمال با

 لایه خطي

 

 NLPهای ویژگي

 (ویژگي 111بردار با تعداد )

 

Concat 

 مقدار بردار توجه وضرب بردار 

مکسفتتابع سا  

Scale 

  دکلی بردار و ضرب بردار کوئری

(K) گرید یهایاز ورود 

مقداربردار   بردار کوئری 

 

کلیدبردار   

 

E/I S/N 

T/F J/P 

S/N J/P J/P J/P T/F T/F T/F S/N 

S/N 

E/I 

E/I 

E/I 
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Embedding  های ایجاد شده، در مرحله استخراج ویژگي، قبل از

 زمیمکانویژگي آماری، ابتدا به عنوان ورودی وارد  111ترکیب با 

شود. نت ميالمدل برت، روبرتا و ایکس ۳در هر یک از  توجه خود

دهد که هر کلمه يامکان را م نیها ابه خود به مدل توجهمکانیزم 

 رتبط کنند.م گریبه کلمات د، را یدر ورود

 را به یورود، خود توجه زمیبه مکان يابیدست یبرادر این معماری 

 وارد Valueو  Query ،Key یبردارها جادیا یمجزا برا هیسه لا

با سه  یورود یاز بردارها کیمرحله، ضرب هر  نیاول .میکنيم

𝑤) يوزن سیماتر
𝑄

، 𝑤
𝐾

، 𝑤
𝑉

در طول  . این سه ماتریس( است

ضرب بردار ورودی در هر حاصل شوند.مقداردهي مي آموزش ندیفرآ

تشکیل  را Valueو  Key ،Query هایبرداریک از این سه ماتریس، 

 دهد.مي

𝑄𝑢𝑒𝑟𝑦 𝑞
𝑖𝑗

= 𝑤
𝑄

𝑥
𝑖𝑗

 (2) 

𝑘𝑒𝑦𝑠 𝑘
𝑎𝑏

= 𝑤
𝐾

𝑥
𝑎𝑏

 (۳) 

𝑣𝑎𝑙𝑢𝑒 𝑣
𝑎𝑏

= 𝑤
𝑉

𝑥
𝑎𝑏

 (۴) 

 Queryدر محاسبه مکانیزم خود توجه، ضرب بردار  دوم مرحله

است. با ضرب  گرید یهایاز ورود Key بردار ي وفعل یورود

 ازیمتا سی. ماترشودمي دیتول ازیامت سی، ماترماتریسي این دو بردار

 کند. میزان وابستگي هر کلمه را به کلمات دیگر تعیین مي

𝐴𝑡𝑡𝑒𝑛𝑠𝑖𝑜𝑛 𝑆𝑐𝑜𝑟𝑒 = 𝑞
𝑖𝑗

T

𝑘
𝑎𝑏

 (۸) 

ذر بر ج میتقس به دست آمده در فرآیند ازیامت مقدار مرحله سوم در

Query دهایابعاد و کل (𝑑
𝑘

 یبرا ندیفرآ نیشود. اي(، کوچک م

 انیرادگ نیاست، بنابرا امتیاز مقدار یبر رو یاز اثر انفجار یریجلوگ

 ازاتیاز امت يشود که برخيباعث مو  سازديرا ممکن م دارتریپا

مراحل بعد،  در SoftMaxمکانیزم خود توجه، پس از اعمال تابع 

 کوچک شوند.

𝑆𝑐𝑎𝑙𝑒 (𝑥) =
𝑄𝐾

𝑇

√𝑑
𝑘

 (2) 

به دست آوردن وزن و  یبرا، SoftMaxتابع از مرحله چهارم،  در

ابع . تشودياستفاده م کیصفر و  نیب به شکل احتمال يدادن خروج

SoftMax میکنياعمال م، مکانیزم خود ازاتیتمام امت یرا بر رو .

( و xiشده ) اسیرا از تابع مق يخروج سیماتر یتابع ورود نیا

 یری. به کارگکنديم افتی( درxj) سیداخل ماتر یهامجموع داده

تر پایین ازیو امت ابدی شیبالاتر افزا ازیکه امت شوديتابع باعث م نیا

تا در مورد کلمه مورد  دهديبه مدل اجازه م نیبنابراابد، یکاهش 

 ریو تابع کوچک شده با فرمول ز SoftMaxتر باشد. تابع نظرمطمئن

 نشان داده شده است.

𝑠𝑜𝑓𝑡𝑚𝑎𝑥
𝑎𝑏

(𝑞
𝑖𝑗

T

𝑘
𝑎𝑏

) (4) 

تا بردار  شونديم ضرب Valueمرحله پنجم وزن توجه با بردار  در

 ادیمدل  شوديبالاتر باعث م SoftMax امتیاز. دیبه دست آ يخروج

تر بودن است. نمرات مهم یکه ارزش بالاتر کلمات به معنا ردیبگ

 .شونديحذف م است که کلمات نامربوط نیز به معنای ترنییپا

𝑦
𝑖𝑗

= ∑ 𝑠𝑜𝑓𝑡𝑚𝑚𝑎𝑥𝑎𝑏(𝑞
𝑖𝑗

𝑇
𝑘

𝑎𝑏
)

𝑎,𝑏𝜖𝒩𝑘(𝑖,𝑗)

𝑣
𝑎𝑏

 (.) 

را که در مرحله قبل به دست  يارزش وزن یمرحله آخر، بردارها در

کلمه داده  یتوجه خود را برا يخروج نیام، یکنيجمع مم، یآورد

 .دهديشده، م

𝑦𝑖𝑗 = ∑ 𝑠𝑜𝑓𝑡𝑚𝑎𝑥𝑎𝑏(𝑞𝑖𝑗
T 𝑘𝑎𝑏

𝑎,𝑏𝜖𝒩𝑘(𝑖,𝑗)

+ 𝑞𝑖𝑗
T 𝑟𝑎−𝑖,𝑏−𝑗) 𝑣𝑎𝑏  

(2) 

 يیمقدار نها نای. شودياعمال م یورود یهايتمام توال یبالا برا هیرو

در های آماری ذکر شده در قسمت قبل ترکیب شده و با ویژگي

به عنوان ورودی به یک شبکه پیشخور وارد  يژگیو 22۳مجموع 

و  ReLUسازی متصل با تابع فعال هیهر شبکه از سه لاشود. مي

 (.۴شده است )شکل  لیای تشکسازی دستهنرمال

به منظور کاهش  زین DropOutتابع  کی در این مطالعه از

Overfitting  بدین ترتیب در هر استفاده شده است.  میتعم یخطاو

ها ها، تنها برخي از نوروندور آموزش، به جای استفاده از همه نورون

 ها با هم تفاوت داشته باشند. شبکهتا  نددشفعال  pبا احتمال 

 میظتن ندیفرآ از، معرفي شدهبه حداکثر رساندن عملکرد مدل  یبرا

اندازه دسته، دوره و نرخ  نظیر از پارامترها يبرخا، برای هپارامتر

 یاز روش جستجوی استفاده خواهیم کرد. برای این مهم ریادگی

 نهیبه یپارامترها افتنیمکرر در  یانجام جستجوها یای براشبکه

 جادیبیني را اپیش دکه حداکثر سطح عملکر شودياستفاده م

 .کنديم
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1۴ 

پردازش وارد مرحله استخراج ویژگی شده و ویژگی های لازم با استفاده از های خام بعد از پیشداده –پیشنهادیل مد ةیش خلاصمان .1 شکل

، تحلیل واژگان احساسی( از TF-IGMی با معیار دهوزنهای آماری زبان )تحلیل احساسات، نت و ویژگیالمدل برت روبرتا و ایکس سه

گیری بدون وزن خروجی شوند و در آخر با استفاده از میانگینشبکه پیشخور مجزا می ها وارد سهشود. سپس این ویژگیآنها استخراج می

نهایی محاسبه خواهد شد.

تابع  یک در شخوریپ ي هر یک از سه شبکهخروج، تیدر نها

ن بدی. ه تا خروجي نهایي ایجاد گرددگنجانده شد گیرینیانگیم

دهند و يا انجام مهای خود رهای عصبي استنتاجشبکهصورت که 

 یبا توجه به کارها شود.مي گیریمیانگین، هاسپس از نتایج آن

روش  از قیتحق نیدر ا، يقبل صورت گرفته در مطالعات

 از گیرینیانگیم استفاده شده است.)بدون وزن(  یریگنیانگیم

ها و تعداد کلاس 𝑘که در آن  .شوديمحاسبه م ریکلاس به صورت ز

𝑦 است. ورودی کی یبیني شده براپیش شخصیتي برچسب 

𝑦
𝑖,𝑘

∗
=

𝑦
𝑖1,𝑘

+ 𝑦
𝑖2,𝑘

+ 𝑦
𝑖۳,𝑘

۳
∀𝑘

∈ [1, … , 𝑘] 

(11)  

𝑦 = argmax (𝑦
𝑖

∗
, 𝑘)    (11)  

 هاتجزیه و تحلیل داده -1

که با  یدیگرهای به مقایسه مدل ارائه شده با معماری این فصل

ی هاينیبچندین روش استخراج ویژگي قادر به تولید بهترین پیش

چندین سناریو شامل ، این هدف ابزد. پردامي، شخصیتي بودند

استخراج ویژگي های روشتنهایي و به همراه بههای مختلف الگوریتم

 .برای تعیین عملکرد سیستم پیشنهادی استفاده شده است، مختلف

 تایجن ارزیابي برای مناسب دید افق یک گرفتن اختیار در به منظور

استفاده شده  F1 معیار گیریو اندازهدقت امل ش ارزیابي معیار ازچند

 ارزیابي توانيم معیارها این از کدام هر گرفتن نظر در با. است

 داشت. اختیار در پیشنهادی مدل عملکرد نحوه از مناسبي

o12 لایه رمزگذار 

o42. واحد مخفي 

o12 attention head  

o42هایي با ابعاد توکن. 

 

 ورودی )یک جمله(

 
 

    

 هاپیش پردازش داده

 روبرتا  برت
 ایکس ال نت

 
 1 شخوریپ شبکه

 2 شخوریپ شبکه  ۳ شخوریپ شبکه 

E/I 

 
S/N 

 
F/T 

 

P/J 

 
های ویژگي

استخراج شده از 

 مدل روبرتا

 
 

 تحلیل احساسات

   TF-IGMي با معیار دهوزن

 تحلیل واژگان احساسي
 

 

های ویژگي

استخراج شده از 

   مدل برت

 تحلیل احساسات

   TF-IGMي با معیار دهوزن

 واژگان احساسيتحلیل 

 

 تحلیل احساسات

  TF-IGMي با معیار وزن ده

 تحلیل واژگان احساسي

 (ویژگي 111ردار با تعداد ه صورت بب) 

ویژگي های استخراج 

شده از مدل 

 نت الایکس

 

 دار  گیری وزنمیانگین
 برای هر یک از بعدها  1و  1خروجي به شکل باینری 
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 معیارهای ارزیابی  -1-4

 کیرمت گیریروش اندازه نیشده با استفاده از چند جادیمدل ا جینتا

 شود:يم يابیارز ریبه شرح ز

 بازخوانی -صحت  -دقت  -1-4-4

در  مدل کیعملکرد  یکي از معیارهای ازریابي، دقت معیار

نسبت مقدار  معیار نیا. متعادل است یهادر داده با هایيکلاس

 کند.ها ارزیابي ميهای درست را بر روی کل دادهبینيپیش

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑁 + 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃
 (12) 

که تعداد  یيهاداده يعنینامتعادل  یهاداده یبرا ،اریمع نیا

 یاز لحاظ عدد يواقع یایآن در دن يمثبت و منف یهابرچسب

 . ستین يمناسب اریمع، دارند یادیز اریاختلاف بس

های معرفي شده از این مدلاز  یاری، بسيقبل قاتیبر اساس تحق

 ی، برانیبنابرا .اندکردهاستفاده  يابیارز کیاندازه به عنوان متر معیار

 کیمتر نی، از ايبا مطالعات قبلاین مطالعه  قاتیتحق جینتا سهیمقا

 شودياستفاده م

 F1گیری معیار ندازها -1-4-۲

، یک معیار مناسب برای ارزیابي دقت یک آزمایش است. F1معیار 

 F1گیرد. معیار را با هم در نظر مي Recallو  Precisionاین معیار 

 ر بدترین حالت صفر است.در بهترین حالت، یک و د

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2

1
𝑅𝑒𝑐𝑎𝑙𝑙

+
1

𝑃𝑟𝑒𝑠𝑖𝑐𝑖𝑜𝑛

= 2 ∗ 
𝑃𝑟𝑒𝑠𝑖𝑐𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑠𝑖𝑐𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
  

(1۳

) 

اگر یکي از دو مقدار  دیکنيدر این فرمول همانطور که مشاهده م

عددی کوچک باشد، یا حتي صفر باشد، نتیجه نهایي عددی کوچک 

و یا صفر خواهد بود. توضیح این امر هم ساده است چون دو معیار 

بازخواني و صحت اعدادی بین صفر تا یک هستند و در صورت کسر 

اند بنابراین نتیجه نهایي به سمت عدد در هم دیگر ضرب شده

تمایل خواهد بود و اگر هر دو با هم، عددی بزرگ تر، مکوچک

 ( باشند، نتیجه نهایي به سمت یک حرکت خواهد کرد. 1)نزدیک 

 سناریوهای بررسی شده -1-۲

ز . ابتدا استفاده ااندسناریوهای مختلفي در این پژوهش بررسي شده

به طور نت الایکسو ، روبرتا، های از پیش آموزش دیده برتمدل

ماری ی آهايژگیوتاثیر ، ارزیابي قرار گرفت. در گام بعدمورد  جداگانه

NLP  استخراج شده از پایگاه داده واژگانNRC ، و احساسات

شخصیت ، TF-IGMهای کاربران و همچنین استخراج شده از پست

معماری پیشنهادی که ، کاربران مورد بررسي قرار گرفت. در نهایت

ری های آماو ویژگي نتالایکسروبرتا و ، شامل ترکیب سه مدل برت

NLP  سناریوهای بررسي  2است مورد ارزیابي قرار گرفت. جدول

های عمیق پیشنهادی با دهد. هر یک از معماریشده را نشان مي

ی هارسانههای و نرخ یادگیری متفاوت در مجموعه داده اندازه دسته

 . شوديمتنظیم  Xاجتماعي 

اندازه دسته و  نییعدل شامل تم هایپارامتر میتنظدر این پژوهش، 

ام مت متقاطع انجام شد. يبا استفاده از اعتبارسنجی ریادگینرخ 

اند با استفاده از معیارهای دقت بیني که ساخته شدههای پیشمدل

توانید در ها را مينتایج ارزیابي مدل اند.ارزیابي شده F1و معیار 

 مشاهده کنید.  4 و 2جداول 

 شده سناریوهای بررسی   .۲ جدول
 نرخ آموزش اندازه دسته مدل سناریو

1 

 برت

12 1۸11 E1۸ 

2 12 ۳۸11 E1۸ 

۳ ۳2 1۸11 E1۸ 

۴ ۳2 ۳۸11 E1۸ 

۸ 

 روبرتا

12 1۸11 E1۸ 

2 12 ۳۸11 E1۸ 

4 ۳2 1۸11 E1۸ 

. ۳2 ۳۸11 E1۸ 

2 

 نتالایکس

12 1۸11 E1۸ 

11 12 ۳۸11 E1۸ 

11 ۳2 1۸11 E1۸ 

12 ۳2 ۳۸11 E1۸ 

 برت 1۳

+ 
NLP 

 

12 1۸11 E1۸ 

1۴ 12 ۳۸11 E1۸ 

1۸ ۳2 1۸11 E1۸ 

12 ۳2 ۳۸11 E1۸ 

14 
 روبرتا

+ 
NLP 

12 1۸11 E1۸ 

1. 12 ۳۸11 E1۸ 

12 ۳2 1۸11 E1۸ 

21 ۳2 ۳۸11 E1۸ 

21 
 نتالایکس

+ 
NLP 

12 1۸11 E1۸ 

22 12 ۳۸11 E1۸ 

2۳ ۳2 1۸11 E1۸ 

2۴ ۳2 ۳۸11 E1۸ 

2۸ 
 مدل پیشنهادی

+ روبرتا )برت + 

 NLP( + نتالایکس

12 1۸11 E1۸ 

22 12 ۳۸11 E1۸ 

24 ۳2 1۸11 E1۸ 

2. ۳2 ۳۸11 E1۸ 
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 اعتبارسنجی -1-۳

 fold cross-validation 10وش اعتبارسنجي راز پژوهش در این 

از  این روش یکيشد.  استفاده Overfittingبرای کاهش خطر 

های یادگیری ماشین است رایج برای ارزیابي عملکرد مدل هایروش

های محدود مورد ای با مجموعه دادهکه به ویژه در مسائل داده

گیرد. این روش به صورت خاص برای ارزیابي دقت استفاده قرار مي

تواند اطمینان بیشتری از کارایي مدل در رود و ميمدل به کار مي

 11در اولین گام داده ها به  .فراهم کندهای ناپایدار و مختلف داده

ای انتخاب ها به گونهشوند. این بخشمساوی تقسیم مي  1بخش

ها به طور تصادفي تقسیم شوند، به طوری که هر شوند که دادهمي

های و چندین بار در داده های آزمایشيداده دقیقاً یکبار در داده

ها آموزش دادهبخش از  2مدل روی سپس  .استفاده شود آموزشي

این . ودشارزیابي مي با استفاده از بخش باقي مانده و سپس بیندمي

شود، به طوری که هر بخش به طور جداگانه بار تکرار مي 11فرآیند 

 11پس از انجام ارزیابي برای هر  د.شوبرای تست مدل استفاده مي

شود و سپس از هر مرحله محاسبه مي F1-score و بخش، دقت

د. این شون این نتایج به عنوان عملکرد کلي مدل گزارش ميمیانگی

تری از مدل به دست آید و از کند تا ارزیابي دقیقروش کمک مي

 .جلوگیری شود 2های خاصاثرات احتمالي داده

 

 MBTI500نتایج استفاده از مجموعه  -1-1

را نشان  MBTI500داده نتایج ارزیابي برای مجموعه ۳جدول 

که از روش ، مدل پیشنهادی، شودکه مشاهده مي همانگونه دهد.مي

، استفاده کرده NLPهای آماری ها و ویژگيگیری مدلمیانگین

 گرانو یا برو گرابعد شخصیتي درون در دهد.بالاترین دقت را ارائه مي

برابر  F1و معیار  %21۸2۸دقت  بودن مدل ارائه شده توانسته است به

نیز با دقت  حسي و شهودی بودن ویژگيدر  دست یابد. 1۸212با 

را نمایش داده عملکرد خوبي  1۸412برابر با  F1و معیار  4.۸21%

همراه با  XLNetمدل ، فکری و احساسيبرای ویژگي  .است

 هااما تفاوت، دقت بالاتری از مدل پیشنهادی دارد PLNهای ویژگي

 (.F1در معیار  1۸111در دقت و  %1۸4۴)حدود . جزئي هستند

دهد که معماری نشان مي F1میانگین دقت و معیار ، ر کليطوبه

 1۸.۳2۸برابر با  F1و معیار  %۸۸۴2.پیشنهادی با میانگین دقت 

داده بیني شخصیت برای مجموعهبهترین عملکرد را در پیش

MBTI500 .ارائه داده است 

                                                 
1 Fold 

 MBTI1نتایج استفاده از مجموعه  -1-1-4

 دهد.را نشان مي MBTI1داده نتایج ارزیابي برای مجموعه ۴ جدول

را ارائه  F1مدل پیشنهادی بالاترین دقت و معیار ، مشابه نتایج قبلي

 های شخصیتي دارد.بیني ویژگيداده و بهترین عملکرد را در پیش

 برای شناسایي هر بعد شخصیتي متعلق به شده دیدقت تول نیبالاتر

ا یا گردرون بعددقت در  نیبالاتری این پژوهش است. شنهادیمدل پ

باشد. در بعد حسي یا شهودی دقت برابر مي %14۸.2گرا برون

 با استفاده ازباشد. بعد فکری یا احساسي در مدلي که مي %.4۸2.

دارای دقت  شوديم جادیا NLP یهايژگیبا افزودن و نتالایکس

در  هامدلاست که نسبت به سایر  F1 1۸2۳4۸امتیاز  و ۸۸۳1%.

وبرتا رخوبي دارد. در بعد ساختارگرا و منعطف مدل این بعد پیشرفت 

توانسته است این بعد را به دقت  NLP یهايژگیبا افزودن و

 برساند. F1 1۸42.4و امتیاز  41۸.4۴٪

نتایج متفاوتي بدست آمد که این مهم به علت  F1در بررسي امتیاز 

 F1های ورودی و متفاوت بودن فرمول محاسبه نامتوازن بودن داده

متعلق به گروه فکری/ احساسي با امتیاز  F1است بیشترین امتیاز 

 جادیا NLP یهايژگیبا افزودن و نتالایکسبا استفاده از  1۸2۳4۸

گر امتیاز بدست گرا و یا برونشد. سپس در بعد شخصیتي درون

باشد. بعد ویژگي حسي / شهودی نیز در مقام سوم مي 2..1۸آمده 

 افت.دست ی 1۸.۸۳به امتیاز 

 تنظیم پارامترها -1-6

با توجه به اینکه اکثر یا همه مقالات از تکنیک های رایج برای تنظیم 

 اند و به هدف اینکهدلشان استفاده کردهمو بهینه سازی پارامترهای 

مقایسه های انجام شده عادلانه باشد در این پژوهش ما نیز از روش 

پیشنهادی مدل  جستجوی شبکه ای برای تنظیم پارامترهای

که مدل مورد استفاده  دهدينشان م. نتایج خودمان استفاده کردیم

یتي گرا و بعد شخصگرا یا بروندرون يتیشخص بعد ينیبشیپ یبرا

است.  12اندازه دسته ساختارگرا یا منعطف در هر دو مجموعه داده، 

 نهیبه جهینت ۳2 اندازه دستها ب ماندهيصفات باق ریسا حال آنکه برای

همه صفات ، یریادگی زانیآورند. در مورد مميرا بدست  بندیستهد

 E۳۸11-1۸نرخ یادگیری  ازبعد ویژگي فکری یا احساسي به جز 

کری بعد ویژگي فکه  ي. در حالکنندياستفاده م نهیعملکرد به یبرا

خود را نشان  نهیملکرد بهع E1۸11-1۸در نرخ یادگیری  یا احساسي

 .(۸جدول ) داده است

2 Bias 
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 MBTI1در مجموعه داده  شناسایی ابعاد شخصیتی دقت .۳ جدول

 بعد

 شخصیتی

 گرا/درون 

 گرابرون

 حسی/

 شهودی

فکری/ 

 احساسی

 ساختارگرا/

 منعطف

 برت
 2۳۸2۸ 2۸22. 4.۸۳2 42۸۳۸ دقت 

F1 1۸4۳۸ 1۸.21۳ 1۸.۸12 1۸4۳.۸ 

 روبرتا
 22۸۸۳ .42۸۴ 4۳۸2۸ 2۸۳2. دقت 

F1 1۸.۸۳2 1۸422۸ 1۸422. 1۸222۳ 

 نتالایکس
 .2.۸4 2۸24. 41۸۴2 42۸1۴ دقت 

F1 1۸4۸22 1۸42.۸ 14222 1۸2222 

 NLP برت +
 4۳۸22 2۸.۴. 42۸22 2۸۸2. دقت 

F1 1۸2124 1۸.۳۴. 1۸2112 1۸4211 

 NLP + روبرتا
 2۸۳۸. 42۸2۳ .2۳۸۸ 4۳۸.۴ دقت 

F1 1۸4.22 1۸22۳2 1۸.۴۸2 1.122 

 +نت الایکس
NLP 

 42۸.2 22۸2۳ 22۸۸2 1۸۴2. دقت 
F1 1۸422۸ 1۸4.22 1۸214۸ 1۸.112 

مدل 

 پیشنهادی

 1۸22. 22۸12 4.۸21 21۸2۸ دقت 
F1 1۸212 1۸412 1۸212۸ 1۸.۳1. 

 

 MBTI500 در مجموعه داده دقت شناسایی ابعاد شخصیتی .1 جدول

 بعد

 شخصیتی

 گرا/درون 

 گرابرون

 حسی/

 شهودی

فکری/ 

 احساسی

 ساختارگرا/

 منعطف

 برت
 24۸21 42۸12 42۸۳1 4.۸.۸ دقت
F1 1۸4۴1 1۸4۳۸ 1۸4۴1 1۸421 

 روبرتا
 24۸2۸ 4۸۸4۴ 42۸1۸ 44۸۸2 دقت
F1 1۸4۴1 1۸4۳۸ 1۸4۴1 1۸421 

 نتالایکس
 .24۸2 4.۸۸2 42۸2۸ 4.۸24 دقت
F1 1۸4۸1 1۸421 1۸4.2 1۸22۳ 

 NLP برت +
 42۸۸4 2۸۳2. .۸۸۸. 2۸۳2. دقت
F1 1۸.12 1۸.1۸ 1۸.۴. 1۸42۸ 

 NLP + روبرتا
 42۸.۴ 2۸2۴. ۴۸21. ۴۸11. دقت
F1 1۸.1. 1۸4۴۸ 1۸.2۸ 1۸4.4 

 +نت الایکس
NLP 

 42۸.4 ۸۸۳1. ۴۸۴2. ۴۸۳۸. دقت
F1 1۸422 1۸42۸ 1۸2۳4۸ 1۸42۸ 

مدل 

 پیشنهادی

 44۸۴2 ۳۸12. .4۸2. 2۸14. دقت
F1 1۸..2 1۸.۸۳ 1۸21۸ 1۸.۳4 

 

 ویژگیاندازه دسته و نرخ آموزش مناسب برای هر بعد از  .6 جدول

 نرخ آموزش اندازه دسته ابعاد شخصیت

 E-1۸ ۳۸11 12 گرگرا / بروندرون

 E-1۸ ۳۸11 ۳2 حسي / شهودی

 E-1۸ 1۸11 ۳2 فکری/ احساسي

 E-1۸ ۳۸11 12 ساختارگرا / منعطف

، تمیهر الگور یبر رو هاشیآزماتمامي دقت  نیانگیبا مشاهده م

و  دقت نیانگیم نیبالاتر یشنهادیمدل پ یمشخص شد که معمار

اده از با استف تیشخص ينیبشیپ ستمیس یرا دارد که برا F1 ازیامت

 است.انتخابي مدل مناسبي مجموعه داده 

 یهايژگیبا وها بندکه تمام طبقه کنديم انیب جینتا، نیعلاوه بر ا

NLP یفرد دهیدآموزش شیمدل از پ یهايژگیبا و سهیدر مقا 

 NLP یهايژگیبدان معناست که ارائه و نید. اندار یعملکرد بهتر

 .دهديم شیافزا يتیشخص یهايژگیبیني وعملکرد مدل را در پیش

ده نتایج به دست آم، ستمیس يعملکرد کل سهیمقا یبرا، تیدر نها

از جدیدترین و  تحقیق از مدل پیشنهادی در این مطالعه را با چهار

و  هیبا تجزگردید.  ارائه شده 2جدول در برترین تحقیقات اخیر 

 قیعم یریادگی یگرفت که معمار جهینت توانيم، ریمقاد نیا لیتحل

گرا و فکری/ گرا/ بروندر بعد های درون قادر است یشنهادیپ

سایر مقالات مشابه که روی همین مجموعه داده کار  احساسي از

  .، بهتر عمل کند و دقت بالاتری را بدست آورد.اندشده

یادگیری ها ترکیبي الگوریتم عموماً از 2مدل ارائه شده در جدول 

یادگیری عمیق هستند. اگرچه این  هایماشین کلاسیک و روش

بندی ها نتایج خوب و مفیدی را ارائه کردند، اما هنوز در طبقهالگویتم

 در بعضي از ابعادنوع شخصیت افراد بر اساس شاخص مایرز بریگز 

همانگونه که مشخص است مدل  معمول هستند.نسبتاً غیرشخصیتي 

پیشنهادی در این مطالعه در اکثر بعدهای شخصیتي از تحقیقات 

  اخیر بهتر عمل کرده و دقت بالاتری دارد.

دقت به دست آمده در چند مطالعه اخیر و مقایسه  .5 جدول

 با دقت به دست آمده در روش پیشنهادی این مطالعه

 منبع
 تکنیک استفاده

 شده
E/I S/N T/F J/P 

[17] CNN + LSTM ..% .2% .2% .4% 

[18] 
LSTM+ 

Word2Vec .2% .۴% .۳% .۸% 

[19] SMOTE .۳% .۴% .۸% .۴% 

[20] BERT 21% .2% 22% 21% 

 %1۸22. %22۸12 %4.۸21 %21۸2۸ پیشنهادیمدل 

 گیرینتیجه -6

کارگیری هارائه روشي نوین و با تا بدر این پژوهش سعي شده 

 های طبیعيهای جدید یادگیری ماشین و پردازش زبانتکنیک

را در بالا بردن دقت تشخیص شخصیت افراد از روی  یرویکرد جدید

 ارائه دهد.  X اجتماعيها در شبکه متون انتشار یافته توسط آن

 MBTIمجموعه داده  کیکه در برخورد با  دهديما نشان م قاتیحقت

با استفاده ، چند کلاسه یبندطبقه NLPنامتعادل به عنوان مسئله 

از پیش ترکیب هر سه مدل  کردیرو، دهیدآموزش شیاز پ یهااز مدل

 یبهتر جینتا، NLP یهايژگیبا و آموزش دیده شده به همراه ترکیب

 ما قیشده در تحق یسازادهیپ یهاروش ریو سا هینسبت به مدل پا

عملکرد  NLP یهايژگیبدان معناست که ارائه و نیادهد. ميارائه 
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1. 

 دهديم شیافزا يتیشخص یهايژگیبیني ومدل را در پیش

 تا بدون صرفکند مياین مهم به روانشناسان و اشخاص دیگر کمک 

 بالاترین دقت به شخصیت مراجعین خودهزینه و وقت زیاد با 

فراد ااز های مختلفي پژوهش ویژگيدر این  داشته باشند.دسترسي 

بیني به منظور پیشو  Xي اجتماعشبکه در ها آنهای براساس پست

 ها بررسي شد. آن MBTIشخصیت 

، رتاروب، برت هایترکیب مدل با یشنهادیپ قیعم یریادگی یمعمار

 یهايژگیو از دهیدآموزش شیزبان از پ مدلعنوان به نتالایکس و

د و نتیجه نهایي بر اساس نکاستخراج شده استفاده مي یآمار

نت الکسیبه کار رفته برت روبرتا و اسه مدل  از نتایج گیرینیانگیم

همچنین بالاترین امتیاز در  و در هر چهار بعد دقت نیبالاتر دیبا تول

ي است که توسط کارهای تیشخص یهامدلبهتر از اکثر  F1معیار 

د مانن یآمار یهايژگیافزودن و، نیعلاوه بر ا. ه استقبلي ارائه شد

TF-IGM ،داده واژگان  گاهیو پامتن  احساساتNRC  به طور قابل

 کمکها در مجموعه داده تیبیني شخصپیش ستمیبه س يتوجه

های مدل با استفاده از سهیعملکرد مدل را در مقاو توانست  کرد

 دهد. شیافزا دهیآموزش د شیاز پ صرفا

 اریمع یهاجموعه دادهمر بها از اجرای آزمایشج حاصل ینتا يابیارز

 یهايژگیبه طور مؤثر و توانديم یشنهادیمدل پ دهدينشان م

خراج نماید. است شرفتهیپ یهاکیبا تکن سهیکاربر را در مقا يتیشخص

 ازیو امت %۸۸... دقت با فراداشناسایي شخصیت ، ترقیبه طور دق

میانگین دقت برای یک مجموعه داده و  2..1۸برابر  F1 یریگاندازه

انجام برای مجموعه داده دیگر  1۸.۳2۸برابر با  F1و معیار  ۸۸۴2%.
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Abstract 
In the present era, question-and-answer communities have become vibrant platforms for sharing knowledge. 

Every year, millions of questions are posted on these forums with the hope of receiving answers from human 

experts. Nonetheless, many of these questions fail to receive timely or accurate answers due to experts' limited 

time or being duplicates. In recent years, a large body of research has focused on identifying entailed questions 

within community archives and using their accepted answers to fulfill the information needs of newly posed 

questions. Most of these studies match questions syntactically and semantically while resorting to external 

knowledge injection or increased model complexity to enhance question understanding. However, the critical 

role that the topics typically explored by questioners play in disambiguating their queries has been overlooked. 

This research addresses this gap by introducing UsERQA, a novel retrieval-augmented generation (RAG)-based 

question-answering system incorporating user knowledge. UsERQA utilizes large language models to represent 

the questioner's knowledge as a sequence of topical tags. In addition, it employs a question entailment recognition 

process as a post-retrieval strategy, with a new constraint, mandating the alignment between entailed questions 

and the questioner's knowledge. Afterward, another large language model generates the final answer using the 

accepted answers of top entailed questions as context. The goal is to imitate human writing patterns and leverage 

the knowledge contained in human responses to produce high-quality answers. Experimental results on the 

CQAD-ReQuEST dataset indicate the efficiency of UsERQA in modeling user knowledge and producing more 

accurate responses than its user-agnostic counterpart. 

 

Keywords: Community question answering systems, Answer generation, Recognizing question 

entailment, User modeling, Query-focused multi-document summarization. 
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UsERQAیکاربر مبتن بهآگاه  انجمن هایپرسشبه  ییگوپاسخ ستمی: س 

 بزرگ یزبان یهابر مدل
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 12/22/2061: پذیرشتاریخ     21/22/2061تاریخ بازبینی:   21/60/2061تاریخ دریافت: 

 پژوهشینوع مقاله: 
 

 دهیچک

اسخ پرسش به امید دریافت پ هامیلیون سالانه. اندبدل شده تبادل دانش یبرای پویا هایبستربه پرسش و پاسخ،  یهادر عصر حاضر، انجمن

 ،یا داشتن محتوای تکراریمتخصصین  منابعاما شمار زیادی از آنها به دلیل محدودیت زمان و شوند. ها میاز متخصصین، راهی این انجمن

 شرسپ های با مضمون مشابهشناسایی پرسشمطالعات بسیاری به در این راستا، مانند. می بینصیباز دریافت پاسخ صحیح و زودهنگام 

ابق ها، از تطعمده این پژوهشاند. پرداخته پرسشهای تأییدشده آنها جهت رفع نیاز اطلاعاتی مندی از پاسخو بهره در بایگانی انجمن ورودی

به تزریق دانش خارجی یا افزایش پیچیدگی مدل متوسل  ها،بهتر پرسش درکو برای  های نحوی و معنایی زوج پرسش استفاده نمودهویژگی

است. پژوهش حاضر مغفول مانده پرسشگر در رفع ابهام از محتوای پرسشدایره موضوعات مورد مطالعه در این میان، نقش کلیدی اند. شده

به  ،که مبتنی بر مدلسازی دانش پرسشگر است UsERQA موسوم به هاپاسخگویی به پرسشافزوده برای مولد بازیابیارائه یک سیستم  اب

های ای از برچسبصورت دنبالههای زبانی بزرگ، دانش پرسشگر را بهگیری از مدلبا بهره UsERQA پردازد.می این شکاف تحقیقاتی رفع

ک فرآیند که یهای متضمن رسشهای متضمن با دانش پرسشگر را به فرآیند شناسایی پشرط همسو بودن پرسش نموده وموضوعی توصیف 

 فرآینداین  به موجب. ورزدها مبادرت میپاسخبرترین  واحد بر پایه یبه تولید پاسخ ،دیگرسپس، یک مدل زبانی افزاید. میپسابازیابی است 

دادگان  روی هاشیآزمانتایج . الگوبرداری کرد ،باکیفیت جهت تولید پاسخِ ،انسانیهای نوشتاری و دانش نهفته در پاسخ سبکتوان از می

CQAD-ReQuEST عملکرد موفق ،UsERQA را نشان داد نسبت به مدل مستقل از کاربرها در مدلسازی کاربر و بهبود کیفیت پاسخ . 

 

 یسازکاربر، خلاصه یمتضمن، مدلساز یهاپرسش ییپاسخ، شناسا دیانجمن، تول یهابه پرسش ییپاسخگو یهاستمیس: کلیدواژگان
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  مقدمه -4

های پرسش و پاسخ، در دو دهه گذشته، با ظهور و توسعه انجمن

تحول شگرفی در عرصه بازیابی اطلاعات و تبادل دانش به وجود 

 تواندر زبان انگلیسی می ی محبوبهاانجمن از جملهآمده است. 

Stack Overflow ،Quora  وiCliniq ها این انجمنکاربران . را نام برد

زبان طبیعی  ی بههایپرسشی خود را در قالب نیاز اطلاعات قادرند

سایر کاربران های مختلف را از ها و دیدگاهنموده و پاسخ مطرح

ت دریافشود، از آنها یاد میمتخصص انجمن، که از این پس با عنوان 

های دریافتی را خیکی از پاسبه محض آنکه پرسشگر،  .[2]نمایند 

تلقی شده و  2شدهعنوان بهترین پاسخ تأیید نماید، پرسش، حلبه

به این ترتیب، با گذر . [0–2]شود انجمن ذخیره می 1در بایگانی

  گردد.مبدل می زمان، بایگانی انجمن به مخزنی غنی از اطلاعات

در گرو جلب رضایت کاربران و  پرسش و پاسخبقای یک انجمن 

ول حصسرعت در این راستا، به مشارکت بیشتر است.  ترغیب آنها

 محسوبکاربران رضایت  برای اصلی، دو رکن پاسخو صحت پاسخ 

 هایمطابق آمار منتشر شده از انجمناین در حالیست که  .شوندمی

 بهرهاز دریافت پاسخ بی هاشمار زیادی از پرسشمختلف، سالانه 

 ،جدیدالورود هایبرای بسیاری از پرسشحال آنکه . [0، 5] مانندمی

 ،تردر بایگانی انجمن وجود دارند که پیش 1متضمنیهای پرسش

یک پرسش متضمن، . [2، 1]اند پاسخ صحیحی دریافت نموده

 شده برای آنهپرسشی با معنای مشابه است که پاسخ صحیح ارائ

 بخشی از پاسخ صحیحیک پاسخ صحیح کامل یا به عنوان تواند می

ها، ، انجمن. از این رو[1]برای پرسش جدید نیز ارائه گردد 

و مطالعه  متضمنهای کاربرانشان را به جستجو برای پرسش

ثبت یک پرسش جدید تشویق اقدام به پیش از های آنها پاسخ

علیرغم صرف زمان قابل  ،کاربرانبسیاری از  با این وجود،کنند. می

اور این ب در دستیابی به پاسخ ناکام مانده و با، توجه برای جستجو

 0های تکراری، به ثبت پرسشکه پرسش آنها منحصر به فرد است

 های تکراریانباشت تدریجی پرسش .[22، 26] ورزندمبادرت می

 انتظار زمانافزایش  وتلاش مضاعف متخصصین برای پاسخگویی  نیز

. به همین علت، ساخت و را در پی دارد برای دریافت پاسخ کاربران

( که قادر RQE) 5های متضمنهای شناسایی پرسشسیستم توسعه

ا های متضمن رباشند در سریعترین زمان ممکن، فهرستی از پرسش

 های تحقیقاتی پرمخاطب مبدل گشته، به یکی از حوزهنمایندبازیابی 

 .[20–26، 2]است 

                                                 
1 Resolved 
2 Archive 
3 Entailed questions 
4 Duplicate questions 

به ، بایگانی هایپرسش انبوهمیان  در متضمنهای پرسششناسایی 

واژگان و  های مشابه را باافراد مختلف، پرسش که دلیلاین 

فرآیندی  ،[22، 21، 26]کنند متفاوت بیان میساختارهای زبانی 

، دو پرسش را نمایش 2در جدول  1مثال  .و پیچیده است سخت

بوده اما از نظر معنایی، متضمن  0دهد که فاقد همپوشانی واژگانیمی

دو پرسش ممکن  ،1مطابق مثال  ،باشند. در حالتی دیگریکدیگر می

است با وجود همپوشانی واژگانی، متضمن یکدیگر نباشند. در این 

ها از مقایسه واژگان و ساختارهای نحوی زوج پژوهشاکثر ، راستا

یه با تک ،معانی ترعمیقبر درک تمرکز خود را و  رفتهپرسش فراتر 

 [10–11]خارجی دانش منابع و  [11–21] 1بر اطلاعات بافتاری

با این وجود، مروری بر مطالعات انجام شده در این  .اندمعطوف نموده

مبنی بر نادیده گرفته شدن دانش  ،حوزه، وجود یک شکاف تحقیقاتی

های متضمن را هویدا و علایق کاربران در فرآیند بازیابی پرسش

 سازد. می

 های متضمن و غیرمتضمنهایی از زوج پرسشنمونه .4 جدول

 برچسب: متضمن. 4مثال
1. Why did they cut out the expanding granuloma which was due to 
Coccidiomycosis immitis, rather than just treat it medically? 
2. Why did they cut out the Coccidiomycosis granuloma rather than treat 

it medically? 

 برچسب: متضمن. 0مثال
1. Is this statement: "the letters have been troubling me since over a year" 

grammatically, correct? Or should I instead use: "...for over a year". 

2. Since is used to refer to a point of time in the past and for is used with 

time interval. However I've come across this phrase: "I haven't seen you 

since ages." Is this a correct usage of "since" since ages denotes an interval 

of time? 

 برچسب: غیرمتضمن. 3مثال

1. Is this statement: "the letters have been troubling me since over a year" 

grammatically correct? Or should I instead use: "...for over a year". 

2. My student writes a statement like this: "She hasn't gone out with him 

since one year ago." so, I want to know if this sentence is correct or wrong 

grammatically. 

های موضوعی مورد علاقه بر آن است تا از زمینه حاضرپژوهش 

نوان پردازد، به عن آنها میطور مکرر به جستجو پیراموپرسشگر که به

ند مهای متضمن بهرهتر پرسشدانش کمکی جهت شناسایی دقیق

را بهبود  کاربرتولید شده برای های پاسخصحت گشته و بدین وسیله، 

برای این منظور، یک سیستم جامع پاسخگویی به پرسش با . بخشد

های زبانی بزرگ، ارائه ای از مدل، متشکل از زنجیرهUsERQA2نام 

. این سیستم در چهار مؤلفه اصلی خود به مدلسازی دانش استشده

ی در انجمن، بازیابی فهرست وی هایپرسشگر براساس سوابق فعالیت

های های مرتبط با پرسش ورودی، شناسایی برترین پرسشاز پرسش

 ارائه یک پاسخشده و در پایان، های بازیابیمتضمن در میان پرسش

5 Recognizing question entailment (RQE) 
6 Word overlap 
7 Contextual 
8 User-aware Entailment Recognition-based Question Answering 
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برای  2شدههای تأییدپاسخصحیح و یکپارچه به پرسشگر بر پایه 

در واقع، سیستم پیشنهادی پژوهش . پردازدمی های متضمنپرسش

یافته است ( توسعهRAG) 1افزودهحاضر، یک سیستم مولد بازیابی

ه تنها این سیستم نمجهز گشته است.  1بازیابیکه به یک مؤلفه پسا

 هشابهایی مهای زبانی بزرگ برای تولید پاسخمدل 0از دانش جهانی

تولید  نظیرهایی برد، بلکه از چالشهای انسانی بهره میپاسخ

 ماند.ها است مصون میگیر این مدلکه گریبان 5های غیرواقعیپاسخ

های ز ورود پاسخابر دانش و علایق پرسشگر،  تکیهافزون بر این، با 

نموده  تممانعبه مرحله تولید پاسخ  با نیاز اطلاعاتی نامرتبطکاندید 

   .آوردبه ارمغان می پاسخگوییرا در اعتبار، دقت و صحت بالاتر و 

 های مطالعه حاضر به شرح زیر است:طورکلی، نوآوریبه

های به پرسش سریعارائه سیستمی برای پاسخگویی خودکار و  .2

خطا در  کاهشها با صحت و کیفیت پاسخ هبودبانجمن و 

 های متضمنهای بازیابی پرسش و شناسایی پرسشمؤلفه

 افزودنهای متضمن از طریق بهبود فرآیند شناسایی پرسش .1

  دانش و علایق پرسشگر کاندید با هایشرط همسویی پرسش

های برچسبای از دنباله در قالب پرسشگرمدلسازی دانش  .1

 های وی در انجمنسوابق پرسش بربا تکیه موضوعی 

 در بخش دومشده است.  دهیسازمانادامه این مقاله به شرح زیر 

های متضمن شناسایی پرسش کارهای پیشین در حوزه مروری بر

 هریک و عملکردسوم، سیستم پیشنهادی  بخشدر . گرددارائه می

 ،دادگان معرفیبخش چهارم به . شودتشریح میهای آن مؤلفه از

 ه وپرداختو بحث پیرامون آنها ها نتایج آزمایش نظیمات سیستم،ت

 .دهدبه آن خاتمه میپیشنهادات ارائه بندی و جمع باپنجم،  بخش

 کارهای مرتبط -0

توسط آباچا و ( RQEا )هوظیفه تشخیص تضمن پرسشبا معرفی 

های ئه مدلمطالعات بسیاری، به ارا، [11] 1620در سال  همکاران

RQE  پرداختند زوایای مختلف آنها از عملکرد ءارتقاو . 

برداری  0هایتولید بازنماییروش از منظر  RQEهای بطور کلی، مدل

قابل تقسیم “ 2مبتنی بر تعبیه”و “ 1مبتنی بر ویژگی”به دو دسته 

                                                 
1 Accepted answers 
2 Retrieval-augmented generation (RAG) 
3 Post-retrieval 
4 (Parametric) world knowledge 
5 Hallucination 
6 Representation 
7 Feature-based approaches 
8 Embedding-based approaches 
9 Word embedding 
10 Sentence-level embedding 
11 Static 
12 Polysemy 

از  ها به صورت دستیای از ویژگی. در دسته اول، مجموعههستند

مهمترین نقطه ضعف این  .[11، 12]شوند استخراج می هاپرسش

توان ناتوانی معیارهای شباهت سنتی، در تشخیص رویکردها را می

، مهندسی دسته دومدر . [12، 16]های معنایی عنوان کرد ارزیهم

 تعدادی ازشود. های شبکه عصبی سپرده میها به مدلویژگی

 تعدادیو  [11، 12، 1] 1در سطح کلمهرا ، بردارهای تعبیه هاپژوهش

تحلیل خطاها در این میان، . نداهنمودتولید  [11] 26در سطح جمله

 نظیرهایی در مواجهه با چالش 22تعبیه ایستا هایاز ناتوانی مدل

نامه واژگان خارج از لغتاصطلاحات تخصصی و  ،21یچندمعنای

های تعبیه بافتاری، . از این رو، با پیدایش مدلاستهحکایت داشت

 به استفاده از آنها گرایش یافتند. محققینبسیاری از 

تلاش نمودند تا با تزریق دانش از طرق مختلف،  هاگروهی از پژوهش

های ستفاده از مدلا .تر نمایندرا غنیهای برداری بازنمایی

 ، یکی از20دامنه-خاص هایدادهروی  21دیدهآموزشپیش

هاد پیشنبرای تزریق دانش تخصصی  هایی است که محققینراهکار

با هدف رفع ابهام از اصطلاحات  [10]نگوین و همکاران . کردند

از برداری همزمان در دامنه پزشکی، بهره 25و اختصارات تخصصی

 باز-دامنه مدلِحاصل از و تعبیه  BERT-Bio دامنه-خاصتعبیه 

BERT20  تعبیه ، کیفیت [15]را پیشنهاد نمودند. محققین در

Word2vec  در یک شبکه مبتنی برLSTM-Bi21  تعبیه حاصل را با

مقایسه نموده و  در یک شبکه عصبی چندلایه Bio-BERTاز 

، دیگر راهکاری 22افزاییدادهرا شاهد بودند.  Word2vecعملکرد برتر 

ها، پذیری بازنماییبه منظور افزایش تعمیم پژوهشگراناست که 

 های زبانیتأمین داده برای آموزش مدلو  21برازشجلوگیری از بیش

ارزی همرابطه با اثبات  [10]به آن رجوع کردند. مرینی و همکاران 

سازی پرسش، رویکردی برای و خلاصه RQEمیان وظایف 

پیشنهاد دادند.  16ایچندوظیفهجهت تسهیل یادگیری  افزاییداده

سازی، یک زوج معادل برای هر زوج پرسش در دادگان خلاصهآنها از 

 استفاده از یادگیریبرخی محققین نیز  تولید نمودند. RQE دادگان

مدل  11، تنظیم دقیق[11]. زو و همکاران کردندرا توصیه  12انتقالی

DNN-MT11 را در بهبود 10برای وظیفه استنتاج زبان طبیعی 

  .مؤثر یافتند RQE عملکرد آن در وظیفه

13 Pre-trained 
14 Domain-specific 
15 Abbreviations 
16 Bidirectional Encoder Representations from Transformers 
17 Bidirectional Long Short-Term memory 
18 Data augmentation 
19 Overfitting 
20 Multi-task learning 
21 Transfer learning (TL) 
22 Fine-tune 
23 Multi-task Deep Neural Network 
24 Natural Language Inference (NLI) 



UsERQAبزرگ یزبان یهابر مدل یانجمن آگاه به کاربر مبتن یهابه پرسش ییگوپاسخ ستمی: س 

 

را در پیش گرفتند. معماری مدل  ها، تقویتژوهشگروه دیگری از پ

های سنتی یادگیری ماشین گذار تدریجی از مدلبه همین علت، 

 را های پیشرفته یادگیری عمیقبه سمت مدل [10–11، 11، 12]

از ظرفیت  [12]فصیح و همکاران به عنوان نمونه، . هستیم شاهد

 1های عصبی پیچشیو شبکه 2مدتکوتاه های حافظه طولانیشبکه

(CNN )های بلندمدت و محلی برای دریافت همزمان وابستگی

های زوج پرسش، پس از تولید توسط مند شدند. بازنماییبهره

 شدند.ارائه  1پرسپترون مدلبندی به یک برای دسته فوق،های مدل

درصدد  ای،های پیچیده چندوظیفهبا ارائه مدل مطالعاتبرخی 

از طریق  ،ایتزریق دانش به مدل برآمدند. یادگیری چندوظیفه

م را فراه مرتبط امکان تبادل دانش بین وظایف ،های اشتراکیلایه

برای وظایف  0یک شبکه تخاصمی [11]. ژو و همکاران [12]آورد می

RQE  یک مشترک 5یک رمزگذار شامل، پاسخگویی به پرسشو ،

در این شبکه، بند طراحی نمودند. دو دستهو  هوظیف 0متمایزگر

 هایبر حذف ویژگی را تشخیص نوع وظیفه، رمزگذار با متمایزگر

. ناتوانی در درک نمودمیها ترغیب از بازنمایی 1وظیفه-خاص

روش  نقاط ضعف توان ازرا میمبهم و اختصارات  هایپرسش

ز یادگیری ا [06]ان شانگ و همکار .برشمرد پیشنهادی آنها

منظور ارتقاء به مشترک،ای با یک رمزگذار چندوظیفه 2نظارتبدون

رای ب تولید کلیدواژه وظایف آنهاها بهره جستند. کیفیت بازنمایی

آموزش دادند. اگرچه  صورت توأمبه را و بازنمایی پرسش پرسش

های کوتاه در برخورد با پرسش آنها عملکرد مؤثر مدل ها ازآزمایش

رد مو ،های طولانی و پیچیده، اما کارایی آن برای پرسشداردحکایت 

 BART1مبتنی بر یک مدل  [21]مرینی و همکاران  سؤال است.

وری پیشنهاد نمودند. نوآ RQE و سازی پرسششامل وظایف خلاصه

در  22نرم-با اشتراک تدریجی 26رمزگشا اصلی آنها تعریف دو مؤلفه

کنار یک رمزگذار مشترک بود. نتایج تجربی آنها مؤید نقش مؤثر 

 بود.  RQEسازی پرسش در تقویت عملکرد خلاصه

، RQEهای عمیق موجود در زمینه به عقیده برخی محققین، مدل

جامعیت و ناتوان در به دلیل اتکاء صرف بر دانش داخلی، فاقد 

. به همین علت، در ادبیات [02]استدلال در سطوح عمیق هستند 

ای یافت که به تزریق دانش دامنهنیز توان مطالعاتی را پژوهش می

                                                 
1 Long Short-Term Memory network (LSTM) 
2 Convolutional Neural Network (CNN) 
3 Multi-Layer Perceptron (MLP) 
4 Adversarial 
5 Encoder 
6 Discriminator 
7 Task-specific 
8 Unsupervised 
9 Bidirectional Auto-Regressive Transformers  
10 Decoder 
11 Gradually-soft 

اند. گودوین و پرداخته 21های دانشیا عمومی از طریق گراف

برای کسب دانش  ConceptNetدانش  از گراف [10]همکاران 

 یک روش [15]مند گشتند. یاداو و همکاران بهره 21مستقل از وظیفه

مبتنی بر گراف دانش را معرفی کردند که در  20رمزگذاری دوگانه

های آن، همزمان با استخراج اطلاعات بافتاری محلی توسط مدل

زبانی، اطلاعات عمومی نیز در سه گام، شامل ساخت گراف 

-های دانشِ خاصآن به کمک گراف تکمیلکلمات،  25آیندیهم

رافی، های پیچشی گشبکه دامنه و تولید تعبیه گرافی با استفاده از

را  مذکور، دو تعبیه 20شد. آنگاه، یک مدل ترانسفورمراستخراج می

. شدارسال می عصبیدر هم آمیخته و بازنمایی حاصل به یک شبکه 

 ها در دامنه پزشکینتایج آنها توانایی این مدل در درک بهتر پرسش

 ی راپذیرپذیری و مقیاس، پیچیدگی، تعمیماگرچهرا نشان داد. 

جیانگ و همکاران  توان سه چالش مهم در مطالعه آنها دانست.می

 و مدل تعبیه Wiktionaryپایگاه دانش ، ConceptNetگراف  از [02]

BERT مدل متشکل از چندین یک از  و ،برای تولید بازنمایی دانش

برای تولید بازنمایی زوج پرسش  21توجه هایلایه و CNNشبکه 

ک از یگیری های حاصل را با بهرهنمودند. سپس بازنماییاستفاده 

ها اثربخشی و . آزمایشبا یکدیگر تلفیق کردند 22مکانیزم گِیت

پذیری روش پیشنهادی آنها روی دادگان مختلف را تأیید مقیاس

 نموده است اما تحلیلی بر پیچیدگی مدل ارائه نشده است.

منبع دانش به عنوان یک پرسش  21هایفرادادهگروهی از محققین از 

، [01]نمودند. برای مثال، از دیدگاه سان و همکاران  تکمیلی استفاده

های کاندید، عامل مهمی است که باید در کنار کیفیت پاسخ پرسش

لحاظ گردد.  هاپرسشبندی های نحوی و معنایی، برای رتبهشباهت

 و 16نمایه معکوس های مرتبط به کمکپس از بازیابی پرسش آنها

IDF-TF12را توسط یک مدل  مرتبط ، کیفیت پاسخ هر پرسش

سنجیده و این امتیاز را به همراه سایر امتیازات،  ELMo11مبتنی بر 

ز نظر اصرف ،های آنهاارائه نمودند. یافتهبندی رتبهبه الگوریتم 

های منتخب مؤثر بودن ویژگی ،زمان واقعی محاسباتِافزایش حجم 

یک مدل زبانی مبتنی بر  [11]می و شاکری قاسرساند. اثبات به را 

ئه دادند بطوریکه، علاوه بر ترجمه را برای وظیفه بازیابی پرسش ارا

ها نیز در آن مشارکت داشتند. بدنه پرسش، موضوع، عنوان و پاسخ

12 Knowledge Graph (KG) 
13 Task-agnostic 
14 Dual-encoding 
15 Co-occurrence 
16 Transformer 
17 Attention layers 
18 Gating mechanism 
19 Metadata 
20 Inverted index 
21 Term Frequency-Inverse Document Frequency 
22 Embeddings from Language Models 
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، به ترتیب برای GPTو  BERT مدلبنای اصلی رویکرد آنها بر دو 

 از آنبینی دسته موضوعی پرسش جدید و مبسوط نمودن پیش

بر نی ، مدل مبتبه این ترتیبطریق تولید و الحاق پاسخ، استوار بود. 

های کاندید را براساس شباهتشان به پرسش پرسش ،ترجمه

های . اگرچه مدل آنها در اختصاص رتبهکردمیبندی یافته رتبهبسط

اما سربار محاسباتی مرتبط، موفق عمل کرد، های بالاتر به پرسش

به مرور اجمالی  1جدول  آید.برخط، یکی از معایب آن به شمار می

 د.پردازمطالعات پیشین می

 متضمن متونمروری بر کارهای پیشین در حوزه شناسایی  .0 جدول

 نتایج دانش دادگان مدل یادگیری روش بازنمایی پردازشپیش وظیفه مرجع

[1] RQE ،حذف کلمات توقف 

 یابیریشه

Feature-based، 
GloVe 

MLP ،LR Multi-NLI ،SNLI، 

Quora ،ClinicalQE 

، اثربخشی روش ترکیبی LRبرتری مدل  پرسش

ندی بهای سنتی و رتبهشامل بازیابی با روش

 RQEمجدد براساس نتایج 

[11] RQE ،حذف کلمات توقف 

 یابیریشه

Feature-based، 
BioBERT 

AdaBoost ،SVM، NB، 

XGBoost ،LR، KNN 

MediQA-RQE های ترکیبی نظیر برتری مدل پرسشAdaBoost  و

XGBoost های محضبر مدل 

[12] ISQ یابیبن Feature-based، 
Word2vec 

MLP ،SVM، 

NB ،CNN 

SemEval (2016) عملکرد برتر مدل  پرسش، عنوانCNN های نسبت به مدل

 سنتی، افت نتایج در استفاده از رای اکثریت 

[12] DQD - GloVe Siamese-CNN ،MLP Quora برتری قابل توجه  پرسشCNN  برMLP 

[11] RQE - USE MLP ،LR MediQA-RQE های کیفیت قابل قبول تعبیه پرسشUSE  با وجود

 MLPسادگی مدل 

[16] RQE - FastText ،ELMO، 

InferSent ،GloVe، 

BioBERT،SciBERT 

LR MediQA-RQE برتری تعبیه در سطح جمله نسبت به تعبیه  پرسش

های تعبیه خاص در سطح کلمه، برتری مدل

 های عمومیدامنه پزشکی بر مدل

[10] RQE - BERT ،BioBERT SVM MediQA-RQE دامنه با -های خاصتأثیر مثبت ترکیب مدل پرسش

 های عمومی در رفع نقاط ضعف آنهامدل

[15] RQE - Word2vec،BioBERT Siamese-BiLSTM، 
MLP 

MediQA-RQE عملکرد برتر مدل  پرسشSiamese های با تعبیه

word2vec دامنه-های خاصمدل نسبت به 

[11] RQE گسترش اختصارات BioBERT،SciBERT ، 

GloVe ،MT-DNN 

BERT ،ESIM، 

RCNN-NLIسایر ، 

MediQA-RQE  ،پرسشUMLS وظیفه و ارتقاء -های خاصحذف ویژگی

 ها با یادگیری تخاصمی کیفیت بازنمایی

[11] DQD ،حذف کلمات توقف 

 یابیریشه

BERT BERT ،GPT-2، 

GPT-3 ،GPT-4 

SemEval (2017) ،پرسش، پاسخ 

 رده موضوعی

ها، کارآمدی گسترش اثبات اهمیت فراداده

 ها در دقت بازیابیLLMپرسش توسط 

[12] DQD کلمات توقف و  حذف

 ،گذارینشانه علائم

 یابیریشه

Word2vec ،GloVe CNN  +BiLSTM، 

AdaBoost،BERT، 

MLP ،SVMسایر ، 

Stack Overflow 
(2019) 

و  LSTMهای بازنمایی الحاق مؤثر بودن پرسش

CNN  در مدلسازی الگوهای پیچیده در داده

 BERTو برتری این روش نسبت به 

[06] QR  کلمات توقفحذف BERT ،RoBERTa، 

LDAسایر ، 

- TREC-50 ،FAQIR، 

Stack Overflow، 
StackFAQ 

تر از طریق های برداری غنیتولید بازنمایی پرسش

ها و یادگیری برای پرسش تولید کلید واژه

 هاای بدون ناظر بر پایه کلیدواژهچندوظیفه

[02] QR - CNN  +attention، 
BERT 

MLP SNLI ،MedNLI، 

Quora ،SICKسایر ، 

 پرسش، 

ConceptNet، 
Wiktionary 

 یهاییدر بازنما یدانش خارج ادغام کارایی

 ءتوجه در ارتقا زمیاز مکان یریگو بهره یبردار

 قابلیت تعمیم مدل حفظ ، ضمنیدرک معان

[10] RQE - BERT BERT MediQA-RQE، 

CoPAسایر ، 

 پرسش، 
ConceptNet 

ای و جهانی ثر بودن تزریق دانش دامنهؤم

 ها ها به بازنمایی موجودیتدرباره موجودیت

[15] RQE - BERT  +GCN + attention، 

BioBERT،ClinicalBERT 

MLP MediQA-RQE  ،پرسشUMLS ، 

ICD-10، سایر 

سراسری با ترکیب بهبود درک محلی و 

 دامنه-های عمومی و منابع دانش خاصمدل

[01] QR حذف کلمات توقف و 

 گذاریعلائم نشانه

Feature-based،Word2vec، 

BiLSTM  +attention 

Ranking SVM SemEval 
(2016, 2017) 

ه های کاندید با نگاه ببندی پرسشبهبود رتبه پرسش، پاسخ

 های آنهاکیفیت پاسخ

[21]  - BART BART iCliniq ،MeQSum، 

MediQA-RQE، سایر 

تر از طریق یادگیری های غنیتولید بازنمایی پرسش

 توأمان وظایف مرتبط

: GCN، های تکراری: شناسایی پرسشDQD: شبکه عصبی پیچشی، CNN : ترانسفورمر دوسویه خودبازگشتی،BART های رمزگذار دوسویه از ترانسفورمرها،: بازنماییBERT: اختصارات

: شبکه حافظه BiLSTM، : رگرسیون لجستیکLRنزدیکترین همسایه، -KNN :kهای مشابه، : شناسایی پرسشISQ، دیده مولدآموزش: ترانسفورمر پیشGPTشبکه پیچشی گرافی، 

 یشبکه عصب: RCNN-NLI: بازیابی پرسش، QR: بیز محض، NB: میانگین معکوس رتبه، MRRچند لایه، پرسپترون : MLP: میانگین متوسط دقت، MAPت دوسویه، مدطولانی کوتاه

 : رمزگذار جهانی جملات USE: سیستم یکپارچه زبان پزشکی، UMLS: ماشین بردار پشتیبان، SVM، های متضمن: شناسایی پرسشRQEی، عیاستنتاج زبان طب یبرا پیچشی یبازگشت
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  یشنهادیپ ستمیس -3

UsERQA های یک سیستم هوشمند مولد پاسخ برای انجمن

های زبانی از مدل ایوپاسخ است که با استفاده از زنجیرهپرسش

 های پرسشگر پرداخته و پاسخی جامعبه تحلیل علاقمندی بزرگ،

دهد. این به زبان طبیعی برای تأمین نیاز اطلاعاتی وی ارائه می

چهار مؤلفه اصلی شامل مدلسازی کاربر،  ، از2، مطابق شکل سیستم

ل های متضمن و تولید پاسخ تشکی، شناسایی پرسشبازیابی پرسش

من، در انج دیپرسش جد کیثبت  شده است. در نخستین گام پس از

 قرار مدلسازی کاربرمؤلفه  اریپرسشگر در اخت یشناسه کاربر

 لایقعو  های این کاربر، دانشگیرد تا با تحلیل سوابق فعالیتمی

کلیدی، توصیف  2حاوی تعدادی عنوان ،یدنباله متنوی در قالب یک 

دریافت بدنه نیز با  طور همزمان، مؤلفه بازیابی پرسشگردد. به

شده در های حلپرسش، اقدام به سنجش شباهت آن با پرسش

های مشابه را بازیابی بایگانی انجمن نموده و فهرستی از پرسش

های این دو مؤلفه در گام بعد در اختیار مؤلفه نماید. خروجیمی

گیرند. این مؤلفه با آگاهی از های متضمن قرار میشناسایی پرسش

نموده و  1های مشابه را غربالسشگر، پرسشدانش و علایق پر

هایی که پتانسیل ارائه یک پاسخ صحیحِ کامل یا جزئی به پرسش

های کند. در گام آخر، پاسخپرسش جدید را دارند شناسایی می

های متضمن، به مؤلفه تولید پاسخ تأییدشده برای برترین پرسش

یاز ، متمرکز بر نگردند تا در یک پاسخ واحد به زبان طبیعیارائه می

 با ستم،یاز س در ادامه، عملکرد هر مؤلفهگردند.  عیتجم پرسش،

.شودیم حیتشر اتیجزئ

 (UsERQA) نمایی کلی از سیستم پیشنهادی پژوهش .4 شکل

                                                 
1 Topic 2 Filter 



 06 یال 16صفحه  ،«و تحلیل داده یهوش مصنوع» ژةی، شمارة و2060، مهر 05سال هفدهم، شماره   رانیاطلاعات و ارتباطات ا یفناوردوفصلنامه 

11 

 کاربر یمدلساز -3-4

ترین نوآوری پژوهش جاری توان اصلیرا می مدلسازی کاربرمؤلفه 

 دانست. این مؤلفه مبتنی بر یک مدل زبانی بزرگ است که با بررسی

 زمینه ودانش پیشهای یک کاربر، بر استنباط سوابق فعالیت

های اتخاذ شده در گامورزد. وی اهتمام می موضوعات مورد علاقه

  ( ارائه شده است.2این فرآیند، در الگوریتم )

Algorithm 1: User knowledge modeling 

Inputs: User id 𝑢ℓ, Community questions ℕ, Number of 

topical tags 𝑘1 

Output: User knowledge 𝑢′ℓ
∈ 𝕌

ℚ
ℓ

← { } 1.  

foreach 〈𝑞𝑖 , 𝑢𝑖〉 in ℕ do 2.  

 if  𝑢𝑖 = 𝑢ℓ: append 𝑞𝑖 to ℚ
ℓ
 3.  

end 4.  

𝕋 ← { } 5.  

foreach 𝑞𝑖
  in ℚ

ℓ
 do 6.  

 𝑝𝑖
 ← prompt(𝑞𝑖

 ) 7.  

 𝑡𝑖
′ ← Llama(𝑝𝑖

 ) 8.  

 𝕋 ← union(𝕋, 𝑡𝑖
′. split(′,′ )) 9.  

end 10.  

𝑢′ ← unique(𝕋 ) 11.  

𝑢′.sort(frequency(𝕋), order(𝕋)) 12.  

𝑢′ℓ
←  top(𝑢′, 𝑘1) 13.  

return 𝑢′ℓ
 14.  

را در  𝕌انجمنی متشکل از مجموعه کاربران (، 2مطابق الگوریتم )

های پرسشتمام مجموعه  ،ℕبطوریکه مجموعه  نظر بگیرید

𝑢ℓباشد. چنانچه کاربر  انجمناین شده در ثبت ∈ 𝕌 پرسش جدید ،

𝑞𝑛𝑒𝑤
ℓ  در نخستین مدلسازی کاربررا در انجمن مطرح سازد، مؤلفه ،

بت ث تا به اکنونعضویتش وی از بدو  هایی را کهپرسش گام، کلیه

ℚ(. در اینجا، 0تا  2نماید )خطوط کرده است واکشی می
ℓ

معرف  

است. پس از بازیابی  𝑢ℓشده توسط کاربر های ثبتپرسش تاریخچه

ℚهایسوابق کاربر، هریک از پرسش
ℓ

𝑝𝑖 2یک اعلان، به 
ℓ  الگوییبا 

ارسال  Llama2مدل زبانی شده و متعاقباً، به یک مشخص تبدیل 

که  1هایک دنباله متنی از برچسببه ازای هر پرسش،  شوند تامی

وط )خط تولید گرددسش هستند توصیفگر موضوعات محوری آن پر

تر برای وظیفه ، پیشLlama2لازم به ذکر است که مدل  .(2تا  5

 در گام بعد، شود.های موضوعی، تنظیم دقیق میتولید برچسب

′𝑡که با نماد  شدهتولید هایدنباله
𝑖
ℓ به اند، نمایش داده شده

از  𝕋 مجموعهاز اجتماع آنها، و  تفکیک شدههایشان برچسب

                                                 
1 Prompt 
2 Tags 
3 Frequency  

 1بسامد ها براساساین برچسب. (1گیرد )خط شکل میها برچسب

به عنوان مدل  برچسب نخست، 𝑘1و شدهمرتب  شانترتیب وقوع و

 .(20تا  22گردند )خطوط انتخاب می( 𝑢′ℓدانش کاربر )نهایی 

ن از تواعدم وابستگی مؤلفه مدلسازی کاربر به پرسش ورودی را می

 خواهدقادر  انجمنمهمترین نقاط قوت آن برشمرد. به عبارت دیگر، 

را  شدانش همه کاربرانهای نهیزمبود با استفاده از این مؤلفه، 

طور در صورت نیاز، بهو  نمودهاستنتاج  ،0خطصورت کاملا برونبه

های زمانی روی روزرسانی کند. بعلاوه، با تعریف بازهای آن را بدوره

سوابق کاربر یا محدود نمودن این فرآیند به استفاده از جدیدترین 

را  کاربران قیعلا 5یجیمسئله گذار تدرتوان های کاربر، میپرسش

 .نیز مدیریت نمود

 پرسش یابیباز -3-0

شده در انجمن، های دارای پاسخ تأییدتمامی پرسش به مجموعه

گویند. هدف اصلی پژوهش جاری، تولید بایگانی انجمن می

های ورودی، برگرفته از هایی صحیح و جامع برای پرسشپاسخ

های متضمنِ آنها در بایگانی انجمن شده برای پرسشهای تأییدپاسخ

خگویی، در گرو شناسایی سریع رو، سرعت و کیفیت پاسایناست. از

باشد. این در حالی است های متضمن در بایگانی میو دقیق پرسش

سش ها پرها، غالباً حجمی بالغ بر هزاران یا میلیونکه بایگانی انجمن

گیرند. به این ترتیب، ضروریست که فضای جستجو، پیش را در بر می

د. در سیستم های متضمن، محدود گرداز اقدام به شناسایی پرسش

پیشنهادی پژوهش جاری، این وظیفه بر عهده مؤلفه بازیابی پرسش 

( به شرح وظایف این مؤلفه 1گذاشته شده است. الگوریتم )

 پردازد. می

Algorithm 2: Similar question retrieval 

Inputs: Newly submitted question 𝑞𝑛𝑒𝑤
ℓ , Community 

archive 𝔸 ⊂ ℕ, Number of similar questions 𝑘2 

Output: Top most similar questions 𝕊

s ← [ ] 1.  

𝑒𝑛𝑒𝑤
ℓ  ← represent(𝑞𝑛𝑒𝑤

ℓ ) 2.  

foreach 𝑞𝑖 in 𝔸 do 3.  

 𝑒𝑖  ← represent(𝑞𝑖) 4.  

 S[𝑖] ← similarity(𝑒𝑛𝑒𝑤
ℓ , 𝑒𝑖  ) 5.  

end 6.  

𝕄 ←  top(argsort(s), 𝑘2) 7.  

𝕊 ← { } 8.  

foreach 𝑚 in 𝕄 do 9.  

 append 〈𝑞𝑚 , 𝑠[𝑚]〉 to 𝕊 10.  

end 11.  

return 𝕊 12.  

4 Offline 
5 Drift 
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ای ه(، مؤلفه بازیابی پرسش موظف است بازنمایی1مطابق الگوریتم )

𝑞𝑛𝑒𝑤برداری متناظر با پرسش ورودی 
ℓ های بایگانی و یکایک پرسش

𝑞𝑖 ∈ 𝔸 میان آنها را در فضای برداری  شباهت را تولید نموده و

(. در پژوهش جاری، معیار 0تا  2گیری نماید )خطوط یکسان، اندازه

( فرموله شده است، مورد 2شباهت کسینوسی، که توسط رابطه )

 گیرد. استفاده قرار می

(2) cosine-similarity(𝑒𝑛𝑒𝑤
ℓ , 𝑒𝑖) =

𝑒𝑛𝑒𝑤
ℓ ∙ 𝑒𝑖

‖𝑒𝑛𝑒𝑤
ℓ ‖‖𝑒𝑖‖

پرسشی که بیشترین شباهت را به  𝑘2پس از سنجش شباهت، 

 (.21تا  1شوند )خطوط پرسش ورودی دارند در خروجی ارائه می

 متضمن یهاپرسش ییشناسا -3-3

 Bپرسش ، [1]تعریف ارائه شده توسط آباچا و همکاران در  مطابق

A)شود ینامیده م A متضمن برای پرسش پرسشیک  ⟶ B )اگر 

یک پاسخ صحیح کامل  ،Bصحیح ارائه شده برای پرسش  هر پاسخ

 هایلذا، شناسایی پرسشنیز محسوب شود.  Aیا جزئی برای پرسش 

است که مطابق رابطه  2بند دودوییمتضمن، نیازمند یک مدل دسته

 ( عمل کند.1)

(1) 𝑓(𝐴, 𝐵) = {
1 (A → B)

0 (A ↛ B)

های را جایگزین مدل Llama2مطالعه جاری، مدل زبانی بزرگ 

ا در های متضمن ربند سنتی نموده و فرآیند شناسایی پرسشدسته

 است.(، مدلسازی نموده1، مطابق رابطه )1قالب فرآیند تولید متن

(1) 𝑓(𝐴, 𝐵) = {
Entailed       (A → B)

Not-entailed (A ↛ B)

تواند تا حد می Bو  Aهای های متنی پرسشبررسی ویژگیاگرچه 

اما زوج  میان آنها را آشکار سازد،رابطه تضمن وجود زیادی 

، خیلی 1هایی که خیلی کوتاه، مبهم، فاقد اشتراک واژگانیپرسش

با باشند ممکن است  0طولانی یا دربرگیرنده اطلاعات جانبی

 پژوهش حاضر، اطلاع از. [25] تشخیص اشتباه مدل مواجه شوند

 اتموضوعدن را در برجسته نموعلایق کاربران  و دانشهای زمینه

ها و رفع ابهام از آنها، راهگشا دانسته و دومین نوآوری پرسشاصلی 

مؤلفه شناسایی در این راستا، نهد. خود را بر این اساس بنا می

𝑞𝑛𝑒𝑤علاوه بر پرسش جدید ، های متضمنپرسش
ℓ  و پرسش کاندید

𝑞𝑗 ∈ 𝕊شده برای پرسشگر، یعنی، دانش مدل𝑢′ℓ  را نیز در ورودی

 به یک اعلانهای مذکور پس از تبدیل شدن ورودیکند. فت میدریا

تر برای که پیش Llama2، برای یک مدل (𝑝𝑗)با ساختار مشخص 

                                                 
1 Binary classification 
2 Text generation 
3 Lexical overlap 

به این ترتیب، طبق  شوند.این وظیفه آموزش دیده است ارسال می

، مرتبط با دامنه تخصصی پرسشگر 𝑞𝑗چنانچه پرسش (، 0رابطه )

به پرسش برای پاسخگویی وان های صحیح آن بتپاسخ ازبوده و 

𝑞𝑛𝑒𝑤
ℓ ،عبارت  ،درغیراینصورت و “متضمن”عبارت  استفاده کرد

 . گرددمیتولید  توسط مدل زبانی “غیرمتضمن”

(0) 
ℒ(𝑞𝑗 , 𝑞𝑛𝑒𝑤

ℓ ) = Llama(𝑝𝑗)

= {
Entailed      (𝑞𝑛𝑒𝑤

ℓ → 𝑞𝑗) & (𝑞𝑗 ∈ 𝑢′ℓ)

Not-entailed (otherwise)                       

 تولید پاسخ -3-1

 تیرضاحداکثری در گرو جلب  پاسخوپرسش انجمن کی یبقا

آن است. برای این منظور، در سیستم پیشنهادی این کاربران 

تعبیه شده است تا (، 1مطابق الگوریتم ) پاسخ دیتولپژوهش، مؤلفه 

های پرسش 0ریسه، به 5چند پیوند ارائه ، باپرسشگر به جای آنکه

طور صحیح، جامع و موجز را بهپاسخ  شود، یکمتضمن هدایت 

 .مستقیم دریافت نماید

Algorithm 3: Answer generation 

Inputs: Newly submitted question 𝑞𝑛𝑒𝑤
ℓ , Similar 

questions 𝕊, Number of candidate answers 𝑘3 

Output: Final answer 𝑎𝑛𝑒𝑤
ℓ

ℂ ← { } 1.  

foreach 𝑞𝑗 in 𝕊 do 2.  

 if  ℒ(𝑞𝑗 , 𝑞𝑛𝑒𝑤
ℓ ) = 'Entailed' do 3.  

  append 𝑎𝑗 to ℂ 4.  

 end 5.  

end 6.  

ℂ ← top(ℂ, 𝑘3) 7.  

𝑝 ← prompt(ℂ, 𝑞𝑛𝑒𝑤
ℓ  ) 8.  

𝑎𝑛𝑒𝑤
ℓ ← LLM(𝑝) 9.  

return 𝑎′
𝑛𝑒𝑤
ℓ

 10.  

سومین مدل زبانی بزرگ در سیستم پیشنهادی، در مؤلفه تولید 

های (، پاسخ1شود. در اولین گام از الگوریتم )پاسخ به کار گرفته می

پرسشی که بیشترین شباهت را به پرسش  𝑘3شده متناظر با تأیید

د شوناند، واکشی میورودی داشته و برچسب متضمن دریافت کرده

شده برای پرسش پاسخ تأیید معرف 𝑎𝑗جا، (. در این1تا  2)خطوط 

𝑞𝑗 ∈ 𝕊 های مجموعه گردد که پرسشباشد. همچنین، یادآور میمی

𝕊 قبلاً براساس میزان شباهتشان به پرسش ورودی، به صورت نزولی ،

(. در گام دوم، پرسش 22تا  1، خطوط 1اند )الگوریتم مرتب شده

علان با الگوی مشخص های کاندید، به یک اورودی همراه با پاسخ

4 Peripheral details 
5 Link 
6 Thread 
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 Llama2 دیده، نظیرآموزشتبدیل شده و برای یک مدل زبانی پیش

(. در این مرحله، 26تا  2شوند )خطوط ، ارسال میGPT-4o mini یا

جهت انجام  1به منظور ارائه بهترین دستورالعمل 2مهندسی اعلان

، امری ضروری 1سازی چند پاسخی متمرکز بر پرسشوظیفه خلاصه

 است.

 جینتا لیو تحل هاشیآزما -1

 های پژوهشی مطالعه حاضر به شرح زیر هستند:ترین پرسشاصلی

 موضوعاتی که تشخیصتا چه اندازه در  مدلسازی کاربرمؤلفه  .2

 است؟ کارآمد کندکاربر بطور متناوب دنبال می

استفاده از کدام مدل بازنمایی برداری، دقت بالاتری را در  .1

 آورد؟ه ارمغان میهای مشابه ببازیابی پرسش

 ییشناسا ندیدانش کاربر چه اندازه در بهبود فرآ یمدلساز .1

 متضمن مؤثر است؟ یهاپرسش

 های متضمن آگاه به کاربر نسبتبرتری مؤلفه شناسایی پرسش .0

های متضمن مستقل از کاربر، در دستیابی به شناسایی پرسش

 شود؟های صحیح و جامع، چه میزان برآورد میبه پاسخ

معیارهای  وتنظیمات اولیه سیستم ، دادگان پژوهش، دامهادر 

های شرح کاملی از نتایج آزمایشسپس،  گردند.تبیین می ارزیابی

 د. شوارائه می شده جهت ارزیابی عملکرد سیستم پیشنهادیانجام

 مجموعه داده -1-4

با  آنها ارزیابی عملکردو پیشنهادی  های سیستمآموزش مؤلفه

و نسخه کوچکتر و  CQADupStack [01]استفاده از دادگان 

دادگان  پذیرد.ام میانج CQAD-ReQuEST [00]تغییریافته آن، 

CQADupStack پرسش، نظیر مشخصات 016،100، اطلاعات 

، آراء مثبت و منفی، تاریخ ثبت ،هاپرسشگر، عنوان، برچسب

های دریافتی و پاسخ تأییدشده برای هرکدام )در صورت وجود( پاسخ

ها، شاخه موضوعی مختلف، شامل شده است. از این پرسش 21را در 

باشند که ( دارای پاسخ تأییدشده می%2/51)حدود مورد  102،010

در سیستم پیشنهادی پژوهش، با عنوان بایگانی انجمن از آنها یاد 

 شود.می

,𝑄1زوج پرسش ) 2666 شامل CQAD-ReQuESTدادگان  𝑄2 در )

 𝑄1های است. پرسش زوج در بخش آزمون 1666 و بخش آموزش

وزش، برای تنظیم دقیق های متناظر آنها در دادگان آمو برچسب

 برای تنظیم ،های آموزشمؤلفه مدلسازی کاربر و کلیه زوج پرسش

                                                 
1 Prompt engineering 
2 Instruction 
3 Question-focused multi-answer summarization 

ر د. شوندهای متضمن استفاده میدقیق مؤلفه شناسایی پرسش

 566مشتمل بر  ،یک دادگان اعتبارسنجی همچنین، پژوهش جاری

، با هدف تنظیم پارامترها CQADupStackاز دادگان  زوج پرسش

 استخراج شدههای متضمن، فه شناسایی پرسشبرای آموزش مؤل

با دادگان آزمون همپوشانی نداشته و از نظر  مجموعه دادهاست. این 

دادگان در مورد  آماریجزئیات برخی باشد. میتوزیع مشابه آنها 

   ارائه شده است. 1در جدول  پژوهش

 مقدار پارامترهای مورد استفاده .3 جدول

 داده

 مشخصات آماری

دادگان 

 آموزش

دادگان 

 آزمون

دادگان 

 اعتبارسنجی

 𝑄1 221 220 22 هایپرسش در 0هاتعداد نشانهمیانگین 

 𝑄2 221 261 16 هایپرسش ها درتعداد نشانهمیانگین 

 - 𝑄1 0 0های طول دنباله برچسب میانگین

 - 𝑄1 11 11های بیشینه طول دنباله برچسب

 - 𝑄1 101 151 برای شدههای تأییدمیانگین طول پاسخ

 156 2621 1122 های متضمنتعداد زوج

های غیرمتضمنتعداد زوج  0621 122 156 

در بخش آزمون، دارای پاسخ  𝑄1های مورد از پرسش 2262تعداد 

پرسش توسط کاربران  202تأییدشده هستند که از این تعداد، تنها 

اند. این مجموعه انجمن به عنوان پرسش تکراری تشخیص داده شده

ها برای ارزیابی عملکرد مؤلفه تولید پاسخ مورد استفاده از پرسش

 مطالعههای از داده دو نمونه 2پیوست در  الفجدول  گیرند.قرار می

 .دهدمی نشان را

 پیکربندی و پارامترهای اجرا -1-0

 Googleبا استفاده از زبان پایتون، بر بستر  این پژوهش هایآزمایش

Colab  باGB 2135 گرافیکی رم سیستم و یک پردازنده NVIDIA 

A100-SXM4-40GB سازی مدل زبانی انجام شده است. برای پیاده

Llama2 در کتابخانه ی آنبیلیون پارامتر 1 از نسخه Hugging face

استفاده شده است.  0از پلتفرم برخط آن 4o mini-GPTو برای  5

مورد استفاده در این مطالعه را مقادیر ابرپارامترهای ، 0جدول 

 کند.گزارش می

، با در نظر بیشینه طول دنباله ورودی در مؤلفه مدلسازی کاربر

 ورودی اعلانها در تعداد نشانهسه مقدار، شامل ع وجمگرفتن م

و ( 1)جدول  𝑄1های ها در پرسش(، میانگین تعداد نشانه1شکل )

تنظیم  150برابر با (، 1)جدول  𝑄1های طول دنباله برچسب بیشینه

ل های جدید نیز براساس بیشینه طوبیشترین تعداد نشانهشده است. 

( در ,ب حداقل سه علامت کاما )و با احتسا 𝑄1های دنباله برچسب

4 Tokens 
5 https://huggingface.co/meta-llama/Llama-2-7b-chat-hf 
6 https://chat.openai.com/ 



UsERQAبزرگ یزبان یهابر مدل یانجمن آگاه به کاربر مبتن یهابه پرسش ییگوپاسخ ستمی: س 

 

پارامتر در ابراین دو است. تعیین شده 16برابر با ها، میان برچسب

فرض براساس پیکربندی پیش ،مؤلفه تولید پاسخ نیز به ترتیب

Llama2 شده برای های تأییدو میانگین طول پاسخ𝑄1  (1)جدول ،

 .اندمقداردهی شده 106و  0610با مقادیر 

 یهاپرسش ییشناسا مؤلفه مربوط به آموزش یپارامترهاابر میتنظ

که در بخش  انجام شده است یاعتبارسنج یهابراساس داده متضمن

بیشینه طول دنباله  براین،علاوه .شودبه آن پرداخته می 1-0-0

ورودی در این مؤلفه، با در نظر گرفتن طول اعلان ورودی )شکل 

 266، حداکثر (1)جدول  𝑄2و  𝑄1های پرسش میانگین طول(، 5

ابر با بر ،خروجینشانه برای برچسب  پنجنشانه برای دانش کاربر و 

ز ا یناش یریاز سوگ یریمنظور جلوگبه است. تنظیم شده 521

 یهابرچسب یجابه ،یخروج یهاتفاوت در طول برچسب

"Entailed"  و"Not-entailed"  که به ترتیب دارای سه و چهار نشانه

دارای طول که  "negative"و  "positive" یهابرچسبهستند، 

 اند.شده استفادهمدل  یخروج به عنوان هستند (نشانه کی) یکسان

 پارامترهای مورد استفادهابرمقدار  .1 جدول

 شماره مؤلفه  

 نام پارامتر
4 0 3 1 

max_epochs 26 - 26 - 

learning_rate 1×0-26 - 1×5-26 - 

Batch_size 11 - 11 - 

max_seq_length 150 - 521 0610 

max_new_tokens 16 - 2 106 

lora_r 00 - 00 - 

lora_alpha 20 - 20 - 

lora_dropout 2/6  - 1/6  - 

temperature 11/6  - 11/6  6 

4- or 8-bit quantization خیر خیر - خیر 

k 26 56 - 5 ،1  

 معیارهای ارزیابی -1-3

معنایی یک دنباله تولیدشده توسط شباهت نحوی و در این مطالعه، 

 براساس (، به ترتیب𝑆نسبت به دنباله هدف ) (𝑆̂سیستم پیشنهادی )

ارزیابی  BERTScore [00]و  Rouge [05]استاندارد  هایمعیار

 شود. می

Rouge: (5رابطه )کافیست مطابق این معیار  برای محاسبه 

را بر تعداد  و دنباله هدف شدهتولید دنبالههای گرام-𝑁 2همپوشانی

تقسیم نمود. خروجی این رابطه، عددی دنباله هدف های گرام-𝑁کل 

، بر 2است بطوریکه، نزدیکتر بودن آن به مقدار  ]2,6[ در بازه

شده دلالت دتولی هایدنبالههمپوشانی واژگانی بیشتر و کیفیت بالاتر 

                                                 
1 Overlap 

 دارد.

(5) ROUGE-N =
∑ ∑ 1(𝑔𝑁 == 𝑔𝑁̂)𝑔𝑁̂∈𝑆̂𝑔𝑁∈𝑆

∑ 1𝑔𝑁∈𝑆

استفاده از  نیز حائز اهمیت است هاگرام-𝑁ترتیب  در مواردی که

L-OUGER  را ملاک  1مشترک بزرگترین دنباله(، 0) طبق رابطهکه

  گردد.می توصیه، دهدقرار می

(0) 
ROUGE-L

=
𝐿𝐶𝑆(𝑆, 𝑆̂)

|𝑆|

BERTScore : برخلاف معیارRouge  که شباهت واژگانی را

بر سنجش شباهت معنایی  BERTScoreکند، معیار گیری میاندازه

شده متمرکز است. برای این منظور، تولید دنبالههدف و  دنبالهمیان 

ارائه  BERTابتدا هر دو دنباله، به یک مدل ترانسفورمر مبتنی بر 

𝐸و  𝐸𝑆 شده و بردارهای تعبیه 𝑆̂ شوند. سپس، براساس می تولید

 نبالهدهر نشانه از  ، امتیاز شباهت کسینوسی بردار تعبیه(1رابطه )

 شده محاسبه شده ویدتول دنبالههای هدف نسبت به یکایک نشانه

در پایان، با انجام یک تطابق حریصانه )تابع بیشینه( امتیاز نهایی در 

 شود.خروجی ارائه می

(1) BERTScoreRecall =
1

|𝑆|
∑ max

𝑒𝑗̂∈𝐸𝑆̂
𝑒𝑖

𝑇𝑒𝑗̂

𝑒𝑖∈𝐸𝑆

امین نشانه در –𝑖 مبین بردارهای تعبیه 𝑒𝑖̂و  𝑒𝑖در این رابطه، 

 هستند. 𝑆̂و  𝑆های دنباله

 تحلیل نتایج -1-1

متناظر با  ،در چهار سناریوها در این بخش تحلیل نتایج آزمایش

 گردد.ارائه می پژوهش، اصلی چهار پرسش

 ارزیابی عملکرد مؤلفه مدلسازی کاربر -1-1-4

مدلسازی کاربر موظف است برای هر مؤلفه در  Llama2زبانی  مدل

ید های موضوعی را تولای از برچسبپرسش از سوابق پرسشگر، دنباله

با استفاده از دادگان  Llama2نماید. برای تحقق این امر، ابتدا مدل 

الگوی اعلان ، 1شکل گردد. تنظیم می CQAD-ReQuESTآموزش 

وزش را نشان سیر تغییرات تابع خطا در جریان آم ،1و شکل ورودی 

روند نزولی خطا در این نمودار، شاهدی بر آموزش موفق  دهد.می

ضمن اینکه به نظر  و بهبود تدریجی عملکرد آن است. Llama2مدل 

تر و رسد با افزایش تعداد تکرارهای آموزش بتوان به نتایج دقیقمی

 پایدارتری دست یافت.

2 Longest common sequence of words (LCS) 
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 مدلسازی کاربرالگوی اعلان مورد استفاده برای تنظیم مؤلفه  .0 شکل

  

طا
خ

ش
وز

آم
ی 

 

 تکرار آموزش

 ؤلفه مدلسازی کاربرآموزش م زمانتابع خطا در  راتییروند تغ .3 شکل

روی مجموعه آزمون نیز در  Llama2نتایج حاصل از اعمال مدل 

برای  %16 است. حصول مقادیر بالای گزارش شده 5جدول 

BERTScore شده از نظر های تولیدبیانگر آن است که برچسب

های هدف مطابقت دارند. بعلاوه، معنایی، تا حد زیادی با برچسب

بر توانمندی  Rouge-1و  Rouge-Lبالا بودن همزمان معیارهای 

های هدف، ها در برچسبتوجهی از نشانهمدل در بازیابی بخش قابل

شایان ذکر است که  ضمن رعایت ترتیب رخدادشان دلالت دارد.

میلیون پارامتر قابل آموزش است و  0/11مدل تولید برچسب دارای 

 باشد.ثانیه می 012/2متوسط زمان تولید برچسب برای هر پرسش، 

 در مدلسازی دانش کاربر Llama2مدل  عملکرد یابیارز .6 جدول

 CQAD-ReQuEST دادگان آزمون یرو

 F1مبتنی بر  مبتنی بر فراخوانی نام معیار

Rouge-1 012/6  010/6  
Rouge-2 022/6  020/6  
Rouge-L 010/6  011/6  

BERTScore 106/6  106/6  

های مختلف بازنمایی متن در مقایسه کارایی مدل  -1-1-0

 های مشابهبازیابی پرسش

ها به ها مستلزم نگاشت آنزوج پرسش انیسنجش شباهت م

 ییکه به آن بازنما یندیاست؛ فرآ یچندبعد یدر فضا ییبردارها

 ییمعنا قیبردارها روابط عم نی. هرچه اشودیمتن گفته م یبردار

 یانتزاع میمفاه یسازبهتر منعکس نموده و در مدلواژگان را  انیم

 یترشیبا دقت ب زیها نپرسش زوج انیتر عمل کنند، شباهت مموفق

در این بخش از  .ابدییبهبود م یابیباز تیفیشده و ک دهیسنج

رای اند. بمدل مختلف بازنمایی مورد مقایسه قرار گرفته 5آزمایشات، 

های که حداقل یکی از پرسش ی ورودیهاپرسش این منظور، تعداد

ر ظاهبرایشان شده پرسش برتر بازیابی 𝑚 ها در فهرستتکراری آن

پردازد. به گزارش این نتایج می 0اند. شکل شده است، شمارش شده

نیز میانگین زمان موردنیاز برای تولید بازنمایی برداری یک  0جدول 

کند. اگرچه در سیستم پیشنهادی، پرسش توسط هر مدل را ارائه می

 های بایگانی، بهپرسشهای برداری زمان لازم برای تولید بازنمایی

 خط، اهمیت چندانی ندارد. صورت کاملاً بروندلیل امکان انجام آن به

اد
عد

ت
 

ی
یاب

از
ب

ق
وف

ی م
ها

 

 های منتخبتعداد پرسش

بر اساس تعداد  یبردار ییمختلف بازنما یهامدل سهیمقا .1 شکل

پرسش  𝒎 انیدر م یپرسش تکرار کیکه حداقل  ییهاپرسش

 دارند شدهیابیبرتر باز

 ،های موفق، مؤید افزایش تعداد بازیابی0شده در شکل ارائهشواهد 

است. بر همین اساس، در ادامه  𝑚همزمان با افزایش مقدار 

در نظر گرفته شده است  56برابر با  𝑘2آزمایشات این پژوهش، مقدار 

های بعدی جلوگیری شده و امکان تا از انتشار آبشاری خطا به مؤلفه

های تکراری در مؤلفه شناسایی بررسی تعداد بیشتری از پرسش

 های متضمن فراهم گردد.پرسش
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با اختلاف زیاد نسبت به سایر رقبا،  BERT، مدل 0مطابق شکل 

شود. در ها خارج میبدترین عملکرد را ارائه داده و از چرخه آزمایش

های با تولید تعبیه all-mpnet-base-v2مقابل، مدل ترانسفورمر 

برداری در سطح جمله، جایگاه نخست را به خود اختصاص داده 

 2یت بهتر جایگشتتوان ناشی از مدیراست. برتری این مدل را می

 . [01]کلمات در جمله و در نتیجه درک بهتر روابط بافتاری دانست 

ی براساس میانگین بردار ییمختلف بازنما یهامدل سهیمقا .5 جدول

 زمان تولید بازنمایی یک پرسش

 (sزمان ) نام مدل
TF-IDF 2/61×0-26 

paraphrase-MiniLM-L6-v2 1/01×0-26 
paraphrase-multilingual-MiniLM-L12-v2 2/12×1-26 

BERT-base-cased 1/21×1-26 
all-mpnet-base-v2 1/11×1-26 

ترین مدل از نظر زمان اجرا توان بهینهرا نیز می TF-IDFمدل 

، کیفیت عملکرد آن نسبت 0معرفی کرد؛ ضمن اینکه مطابق شکل 

ان، شود. در این میهای تعبیه بافتاری، قابل قبول ارزیابی میمدلبه 

اند از آموزش دیده 1هایی که برای وظیفه تشخیص بازنویسیمدل

عمل کرده و از  mpnetاز مدل نظر میانگین زمان بازنمایی، سریعتر 

 اند.ها، در رده متوسط قرار گرفتهنظر کیفیت بازنمایی

کاربر در  یمدلساز یاثربخشسنجش میزان  -1-1-3

 متضمن یهاپرسش ییشناسافرآیند 

پارامترها برای آموزش ابرنخست به تنظیم ، این بخش از آزمایشات

ه مقایس باهای متضمن پرداخته و سپس، مؤلفه شناسایی پرسش

شده برای مؤلفه در حضور و عدم حضور دانشِ مدلاین عملکرد 

برای این منظور،  دهد.کاربر، به سومین پرسش پژوهشی پاسخ می

خورده در دادگان های برچسببراساس زوج پرسش Llama2مدل 

، الگوی 5شکل  شود.تنظیم دقیق می CQAD-ReQuESTآموزش 

نمایش  برای دو حالت آگاه به کاربر و مستقل از کاربر رااعلان 

تغییرات خطای آموزش و اعتبارسنجی به نیز  0شکل در دهد. می

ر این د. به تصویر کشیده شده استپارامترها ابرازای مقادیر مختلف 

 گستردگی فضایمحدودیت منابع محاسباتی و  به دلیل، هاآزمایش

 ،طور کلیبه، فرآیند آموزش به سه تکرار محدود شده است. حالت

، به عنوان پیکربندی پایه در نظر گرفته 0شده در جدول  ارائهمقادیر 

برپارامترها تغییر داده شده است شده و در هر آزمایش، تنها یکی از ا

د. خطای ردتا تأثیر مستقل آن بر عملکرد مدل ارزیابی گ

 26تر رفتار مدل، پس از هر اعتبارسنجی نیز به منظور پایش دقیق

                                                 
1 Permutation 

لازم به ذکر  گام بروزرسانی پارامترهای مدل، محاسبه شده است.

 های، تعداد پارامترهای قابل آموزش در مدل شناسایی پرسشاست

بینی برچسب پیشزمان متوسط میلیون و  0/11متضمن برابر با 

  .استثانیه  015/6 حدود ،هر زوج پرسشبرای 

 
 )الف(

 )ب(

شناسایی الگوی اعلان مورد استفاده برای تنظیم مؤلفه  .6 شکل

 های متضمن )الف( آگاه به کاربر )ب( مستقل از کاربرپرسش

)الف(، گویای آن است که افزایش مقادیر  0شکل نتایج ارائه شده در 

𝑟  و𝛼 ا به رهمگرایی  و تسریعظرفیت مدل برای یادگیری ، افزایش

به عنوان مقادیر  20و  00. براساس این نتایج، مقادیر همراه دارد

)ب( تأثیر مقادیر  0شوند. شکل بهینه برای این دو پارامتر انتخاب می

دهد. د مدل را نشان میبر عملکر هانرخ حذف نورون مختلف

 2/6مقادیر در مراحل اولیه آموزش، شود، همانطور که ملاحظه می

، در ادامه با این حال. اندرا داشتهکمترین خطای اعتبارسنجی  1/6و 

توانسته است با شیب نزولی بیشتر، از آنها پیشی  1/6 مدل مبتنی بر

مقدار  ل،در مقابگرفته و جایگاه نخست را به خود اختصاص دهد. 

 و در جایگاه آخر قرار گرفته است. انجامیدهبرازش مدل به کم 0/6

2 Paraphrase 
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  گام  تکرار آموزش

 )ج(

، )ب( loraدر  𝜶و  rی )الف( مختلف پارامترها ریمقاد یآموزش مدل برا ندیدر طول فرآ یآموزش و اعتبارسنج یتابع خطا راتییتغ سهیمقا .5 شکل

 ها و )ج( نرخ یادگیرینرخ حذف نورون

)ج(، عملکرد مدل به ازای مقادیر مختلف نرخ یادگیری  0در شکل 

 عیسرت سبب یریادگینرخ  شیافزاطور کلی، نشان داده شده است. به

وقوع احتمال  ،همزمان گردد ویآموزش م هیدر مراحل اول ییهمگرا

در این آزمایش، نرخ . شودبیشتر می آتی نیزدر مراحل  برازششیب

علیرغم آنکه شروع بهتری را رقم زده است با  ،0×265یادگیری 

مغلوب  1×265گذشت زمان، ناپایدار گشته و بر مدل مبتنی بر نرخ 

با حفظ فاصله معنادار از  1×265گشته است. بنابراین، نرخ یادگیری 

های بعدی انتخاب سایر رقبا، به عنوان مقدار بهینه برای آزمایش

 شود.می

 دوبع خطا در طول فرآیند آموزش در مقایسه تغییرات تا 1شکل 

دهد. در این نمودار، محور افقی مبین اجرای مذکور را نمایش می

دهنده میزان خطای آموزش تکرارهای آموزش و محور عمودی نشان

رقابت تنگاتنگی میان دو مدل  شود،است. همانطور که ملاحظه می

و مدل شکل گرفته است. تا تکرار هفتم آموزش، روند همگرایی د

فائق  اند بر رقیب خودکدام از آنها نتوانستهتقریباً یکسان بوده و هیچ

د. اما با ادامه یافتن فرآیند آموزش و افزایش ناگهانی خطای مدلِ نآی

مستقل از دانش کاربر در تکرار هشتم، نتیجه به نفع مدل متمرکز 

ه د کشوکند. در واقع، چنین استنباط میبر دانش کاربر تغییر می
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اند، ها که فاقد ابهام بودههر دو مدل در برخورد با اکثریت زوج پرسش

اند؛ اما مدل مبتنی بر دانش کاربر توانسته عملکرد یکسانی ارائه داده

ری خود ها، برتتر برای اقلیت مبهم پرسشگیری دقیقاست با تصمیم

 مدل روی دادگان آزمون دوارزیابی عملکرد این را به اثبات رساند. 

فوق را تأیید  استدلالارائه شده است نیز  1جدول که نتایج آن در 

دقت بالاتر،  %2به این ترتیب، مدل متمرکز بر کاربر با کسب  کند.می

های متضمن در به عنوان مؤلفه پیشنهادی برای شناسایی پرسش

 شود.سیستم پژوهش به کار گرفته می

طا
خ

ش
وز

آم
ی 

 

 تکرار آموزش

 یهاپرسش ییشناسا مؤلفهآموزش  ندیخطا در فرآ راتییتغ .7 شکل

 در دو حالت آگاه به کاربر و مستقل از آن متضمن

 
های متضمن آگاه مقایسه عملکرد دو مدل شناسایی پرسش .7 جدول

-CQADبه کاربر و مستقل از کاربر روی دادگان آزمون 

ReQuEST  

 فراخوانی دقت F1 صحت مدل

%2/10 مستقل از کاربر  2/10%  1/10%  6/15%  

%0/15 متمرکز بر کاربر  0/15%  1/15%  2/15%  

بهبود  %2”کند این است که سؤالی که ممکن است به ذهن خطور 

ه های متضمن، تا چدر دقت مؤلفه پیشنهادی برای شناسایی پرسش

های نهایی سیستم اثرگذار تواند در بهبود کیفیت پاسخاندازه می

 56های مذکور را بر روی برای پاسخ به این پرسش، مدل “باشد؟

بازیابی شده بودند اعمال  پرسش مشابهی که  برای هر پرسش ورودی

پرسش متضمن برتر را پس از شناسایی، به مؤلفه تولید  𝑘3نموده و 

هایی که برچسب ، تعداد کل پرسش2در جدول  .پاسخ ارسال نمودیم

اند، به تفکیک مدلِ مورد متضمن یا غیرمتضمن دریافت نموده

استفاده برای بازنمایی، گزارش شده است. همچنین، به ازای هریک 

هایی که بطور مشابه ، تعداد پرسش𝑘3برای متغیر  5و  1از مقادیر 

عنوان یک  توسط هر دو مدلِ آگاه به کاربر و مستقل از کاربر، به

 اند، شمارش شده است.پرسش متضمنِ برتر شناسایی شده

مدل آگاه به کاربر در  شود،یمشاهده م 2طور که در جدول همان

از  یتمام اجراها، نسبت به مدل مستقل از کاربر، تعداد کمتر

 جهینت نیا کرده است. ییها را به عنوان متضمن شناساپرسش

با دانش  دیپرسش کاند ییمسواز افزودن شرط ه یناش تواندیم

 شود. یتلق یشنهادیبر دقت بالاتر مدل پ یدییو تأ بودهپرسشگر 

ذکر این نکته ضروری است که هر دو مدل، دارای محدودیت در 

طول زوج پرسش ورودی بوده و این محدودیت، در مدل آگاه به 

کاربر، به دلیل اضافه شدن شرط تطابق با دانش کاربر، بیشتر است. 

های متضمن و به همین علت است که جمع تعداد پرسش

 ت. اس 1066غیرمتضمن در تمامی اجراها کمتر از 

 یهااز نظر تعداد پرسش ییمختلف بازنما یهامدل سهیبا مقا

 تیبه اهم توانیتوسط مدل آگاه به کاربر، م شدهییمتضمن شناسا

 جیتابرد. ن یمشابه پ یهاپرسش بازیابیدر دقت  ییبازنما تیفیک

 ییو توانا بوده تردهیچیپ ییکه هرچه مدل بازنما دندهینشان م

داشته باشد،  یو بافتار ییمعنا قیدر درک روابط عم یشتریب

 ،یترشیانتخاب شده و به تبع آن، تعداد ب یترستهیشا یهاادیکاند

و  TF-IDF های، مدلبنابراین .کنندرا دریافت میمتضمن برچسب 

paraphrase-MiniLM-L6-v2  ها کنار گذاشته ارزیابی چرخهاز نیز

های منتخب دو مدل، پرسش %21در تمام اجراها، بیش از . شوندمی

یابد. افزایش می 𝑘3مشترک بوده و این اشتراک، با کاهش پارامتر 

گیری برای که دو مدل، غالباً در تصمیم دندهینشان ماین شواهد 

ارند نظر دهای مشابه، اتفاقپرسش فهرستِهای ابتدا و انتهای پرسش

ها شباهت کمتری به ه لیست که پرسشو اختلاف آنها، در میان

شود.تر میدارند برجسته جدیدپرسش 

 های متضمن آگاه به کاربر و مستقل از کاربر شده توسط دو مدل شناسایی پرسشبینیهای پیشتوزیع برچسب .8 جدول

 شدهبینیبرچسب پیش

 مدل بازنمایی

 اشتراک مدل مستقل از کاربر مدل آگاه به کاربر

𝒌𝟑 غیرمتضمن متضمن غیرمتضمن متضمن = 𝟑 𝒌𝟑 = 𝟓 
TF-IDF 5605 1105 0611 2122 121 ( 1/21% ) 025 ( 2/21% ) 

paraphrase-MiniLM-L6-v2 5602 2111 0611 200 121 ( 1/20% ) 010 ( 1/20% ) 

paraphrase-multilingual-MiniLM-L12-v2 5160 2020 0211 121 110 ( 1/21% ) 052 ( 6/22% ) 

all-mpnet-base-v2 0111 150 0261 016 016 ( 0/10% ) 015 ( 1/11% ) 

هازوج پرسشاد کل تعد  1066 000 106 
 



 06 یال 16صفحه  ،«و تحلیل داده یهوش مصنوع» ژةی، شمارة و2060، مهر 05سال هفدهم، شماره   رانیاطلاعات و ارتباطات ا یفناوردوفصلنامه 

15 

  های متضمن آگاه به کاربر و مدل مستقل از کاربرتحلیل کیفی عملکرد مدل شناسایی پرسش .9 جدول

 4مثال 

 .Why do we use their instead of his in this sentence? another driver flashes their lights 4پرسش 

 Is there a pronoun I can use as a gender-neutral pronoun? Each student should save his questions until the end. Each student should 0پرسش 

save her questions until the end. 
 meaning, word choice, grammar, single word requests دانش کاربر

 غیرمتضمن بینی مدل مستقل از کاربر: پیش متضمن بینی مدل آگاه به کاربر: پیش متضمن برچسب هدف

0مثال   

 I am writing my thesis and I am experiencing a problem with the space between numbering and the image name. You can see the 4پرسش 

problem in the picture I include in this question. It starts from 3.10. How can I fix that? 
 I'm preparing a document using the book class. In the table of contents, the indentation before the subsection title is too long. How 0پرسش 

to reduce it? 
 tikz pgf, tables, table of contents دانش کاربر

 غیرمتضمن بینی مدل مستقل از کاربر: پیش متضمن بینی مدل آگاه به کاربر: پیش متضمن برچسب هدف

3مثال   

 I have the border points of a 2-D body and wish to fill its interior with a solid color. Let us say I have N such points stacked in the 4پرسش 

N×2 matrix A so that the first column indicates the x co-ordinates and the second column denotes the corresponding y co-ordinates. 
 ?How can I get the co-ordinates of the convex hull of a piece of Text 0پرسش 

 graphics, functions, qgis, arcgis desktop دانش کاربر

 غیرمتضمن بینی مدل مستقل از کاربر: پیش متضمن بینی مدل آگاه به کاربر: پیش متضمن برچسب هدف

1مثال   

 How do i multiply 2 array index variables given the following foo=(1 2) bar=(0.1 0.2) foobar=$((foo[1]*price[1])) # this is wrong 4پرسش 

echo "$foobar" Current output : 0 Correct/Expected output : 0.4 
 ,Using echo "20+5" literally produces the text "20+5". What command can I use to get the numeric sum, 25 in this case? Also 0پرسش 

what's the easiest way to do it just using bash for floating point? For example, echo $((3224/3807.0)) prints 0 :(. I am looking for 

answers using either the basic command shell ('command line') itself or through using languages that are available from the 
command line. 

 linux, bash, shell script, graphics, functions, programming, ubuntu, programming languages دانش کاربر

 غیرمتضمن بینی مدل مستقل از کاربر:پیش متضمن بینی مدل آگاه به کاربر: پیش متضمن برچسب هدف

6مثال   

 ,For instance: For as long as it takes... but For as long we have a future... I know how to use them because I heard them being used 4پرسش 

but I don't know whether there is a rule or not. 

 I' would like to know whether or not the following sentences are correct and why: I have been sick since last week. I have been 0پرسش 

sick since the last week. I have been sick for the last week. 
 meaning, word choice, grammar دانش کاربر

 غیرمتضمن بینی مدل مستقل از کاربر:پیش متضمن بینی مدل آگاه به کاربر: پیش غیرمتضمن برچسب هدف

 ییعملکرد مؤلفه شناسا یکم یابیاگرچه ارزمطالعه موردی. 

 دهد،یمدل آگاه به کاربر را نشان م یمتضمن، برتر یهاپرسش

 ،1جدول  .باشد جینتا نیبر ا یدییمهر تأ تواندیم زین یفیک لیتحل

 یآگاه ه در آنها،ک دهدیم نشانرا هایی نمونه، 0تا  2های مثالدر 

 دهیامانج پرسشزوج  انیم باطارت حیصح صیبه تشخ ،از دانش کاربر

، علیرغم عدم اشتراک واژگانی، مضمونی 2زوج پرسش مثال  است.

 نظیر یکاملا مشابه یکدیگر دارند. در این حالت، تأکید بر موضوعات

مدل را از تمرکز صرف گرامر، معنا و گزینش کلمات در دانش کاربر، 

ا هشمفهوم پرس ترقیفراتر برده و آن را به درک عم یبر تطابق واژگان

گرفتن  دهی، ناد5مثال  نظیر یالبته، در موارد نادر. داده استسوق 

 داشته و موجب یمعکوس در پ یاجهیممکن است نت یتطابق واژگان

، 0ای دیگر، پرسش اول در مثال به عنوان نمونه مدل شود. یگمراه

اصلاح یک قطعه برنامه را از متخصصین طلب نموده است. این در 

به طور  commandیا  linux ،shellحالیست که هیچ یک از کلمات 

را  این شکاف واژگانیدانش کاربر، اند. مستقیم در پرسش ذکر نشده

 .کرده استبرقرار را و پل ارتباطی میان زوج پرسش  نمودهپر 

 
 تولید پاسخالگوی اعلان مورد استفاده برای  .8 شکل

 تحلیل عملکرد سیستم پیشنهادی در تولید پاسخ -1-1-1

ناظر شده متهای تأییددر آخرین مؤلفه از سیستم پیشنهادی، پاسخ

متضمن، به یک مدل زبانی مولد پاسخ ارسال  هایبا برترین پرسش

ورودی به مدل زبانی را نمایش الگوی اعلان  2شکل شوند. می

 های تولیدشده نسبت بهنیز نتایج ارزیابی پاسخ 26جدول  دهد.می
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 کند. اینهای ورودی را گزارش میهای تأییدشده برای پرسشپاسخ

نتایج به وضوح بر برتری مدل آگاه به کاربر دلالت دارند. بطور خاص، 

کننده پاسخ و از به عنوان مدل تولید GPT-4o miniاجراهایی که از 

all-mpnet-base-v2  اند، به ازایاستفاده کردهبازنمایی تولید برای 

پاسخ کاندید به بهبود  5و به ازای  %61/2پاسخ کاندید به بهبود  1

 اند. اینمبتنی بر فراخوانی دست یافته  Rouge-1در معیار  11/1%

 است.  نیز قابل توجه Rouge-Lو  Rouge-2اختلاف در معیارهای 

های آزمون برای مؤلفه با توجه به آنکه تعداد نمونه مطالعه موردی.

ا ها رشماری از پرسشتولید پاسخ محدود است، تنها تعداد انگشت

توان یافت که پاسخ متفاوتی را از دو مدل آگاه به کاربر و مستقل می

های آزمون ، یک نمونه از پرسش22جدول اند. از کاربر دریافت نموده

دهد. در این مثال از یک مدل اش را نمایش میهای دریافتیو پاسخ

all-mpnet-base-v2  برای تولید بازنمایی و ازGPT-4o mini  برای

در نظر گرفته  5برابر با  𝑘3تولید پاسخ استفاده شده و مقدار پارامتر 

رد از پنج پاسخ کاندید بازیابی های مذکور، در دو موشده است. مدل

. از اندهای کاندید متفاوت بودهشده، اشتراک داشته و مابقی پاسخ

تر در مورد آنجا که پرسش ورودی شامل چند پرسش کوتاه

توان آن را نسبتا پیچیده دانست. موضوعات مختلف است، می

شود پاسخ ارائه شده توسط مدل آگاه به همانطور که مشاهده می

تری برخوردار بوده و تحلیل ر از ساختار منطقی و منسجمکارب

صحیحی در مورد ساختار گرامری جمله ارائه داده است. حال آنکه 

پاسخ ارائه شده توسط مدل مستقل از کاربر، ناکامل بوده و دارای 

توضیحات سطحی است.

 در دادگان پژوهش، به تفکیک مدل بازنمایی و مدل مولد پاسخ  دشدهییتأ یهانسبت به پاسخ دشدهیتول یهاپاسخ یفیک یابیارز .44 جدول

مدل تولید 

 پاسخ
 مدل بازنمایی

 مدل شناسایی

های متضمنپرسش  

 معیار ارزیابی )%(

R1-r R1-f R2-r R2-f RL-r RL-f BS-r BS-f 

𝑘
3

=
3

 

L
L

A
M

A
2
 

paraphrase-multilingual-

MiniLM-L12-v2 

20/15 آگاه به کاربر  15/11  02/1  16/0  25/11  10/21  16/21  02/21  

62/15 مستقل از کاربر  16/11  12/1  01/0  11/12  01/21  11/21  51/21  

 62/6 تفاوت   65/6   61/6   61/6   21/6   21/6   61/6   60/6  

all-mpnet-base-v2 

50/11 آگاه به کاربر  10/11  11/1  60/5  20/16  11/20  51/21  21/21  

12/11 مستقل از کاربر  26/11  11/0  11/0  50/16  20/20  52/21  20/21  

 10/6 تفاوت   20/6   12/6   20/6   16/6   22/6   61/6   60/6  

G
P

T
-4

o
 m

in
i 

paraphrase-multilingual-

MiniLM-L12-v2 

20/11 آگاه به کاربر  25/11  11/1  52/0  11/10  51/21  12/21  50/21  

02/11 مستقل از کاربر  21/11  01/1  11/0  50/11  52/21  01/21  50/21  

 05/1 تفاوت   11/6   02/2   15/6   10/2   62/6   11/6  ▬ 66/6  

all-mpnet-base-v2 

21/01 آگاه به کاربر  02/10  66/26  50/5  00/10  05/21  00/21  10/21  

15/02 مستقل از کاربر  10/11  51/1  60/5  12/15  10/21  55/21  25/21  

 61/2 تفاوت   00/6   02/6   02/6   15/6   02/6   61/6   22/6  

𝑘
3

=
5

 

L
L

A
M

A
2
 

paraphrase-multilingual-
MiniLM-L12-v2 

10/15 آگاه به کاربر  60/11  02/1  50/0  21/11  52/21  02/21  51/21  

12/15 مستقل از کاربر  22/11  60/1  00/0  15/11  11/21  06/21  00/21  

 05/6 تفاوت   65/6   55/6   26/6   01/6   22/6   62/6   60/6  

all-mpnet-base-v2 

11/11 آگاه به کاربر  11/11  15/0  02/0  12/16  10/21  16/21  51/21  

12/11 مستقل از کاربر  66/11  11/0  01/0  60/12  05/21  10/21  06/21  

 60/6 تفاوت   61/6   61/6   62/6   21/6   22/6   60/6   61/6  

G
P

T
-4

o
 m

in
i 

paraphrase-multilingual-

MiniLM-L12-v2 

11/01 آگاه به کاربر  20/11  01/1  01/0  51/10  10/22  20/21  11/21  

20/11 مستقل از کاربر  21/11  10/2  02/0  12/10  02/21  16/21  52/21  

 06/1 تفاوت   61/2   51/6   60/6   15/1   01/6   10/6   11/6  

all-mpnet-base-v2 

02/01 آگاه به کاربر  56/11  01/1  20/0  11/10  22/21  10/21  51/21  

21/12 مستقل از کاربر  25/11  52/1  11/0  15/11  51/21  12/21  01/21  

 11/1 تفاوت   15/6   26/1   51/6   02/1   11/6   01/6   60/6  

 

 



 06 یال 16صفحه  ،«و تحلیل داده یهوش مصنوع» ژةی، شمارة و2060، مهر 05سال هفدهم، شماره   رانیاطلاعات و ارتباطات ا یفناوردوفصلنامه 

11 

  های ارائه شده در حضورو عدم حضور دانش کاربرمقایسه کیفیت پاسخ .44 جدول

 پرسش

 

Happy Holi to You and Your Family. Play Safe! 

Is anything grammatically wrong in above sentences? In which category does the second sentence fall? Can we replace Play 

Safe! with Play Safely! Are they equally true and depict same meaning? Is the usage of exclamation with 
both safe and safely correct? 

 .The second sentence, "Play Safe!", is grammatically correct but falls under an imperative mood, where it gives a directive آگاه به کاربر RAG پاسخ مدل

The phrase "Play Safely!" can replace "Play Safe!", but the meaning is slightly different: "Play Safely!" is an adverbial form 
that explicitly describes the manner of playing, whereas "Play Safe!" uses an adjective and has a more informal, idiomatic 

feel. Both versions are understood in the context of wishing someone a safe experience, but "Play Safe!" is more colloquial. 

Regarding the exclamation, both "Safe!" and "Safely!" can be used with an exclamation mark to emphasize urgency or 
excitement, though "Play Safe!" is the more commonly accepted version. 

 مستقل از کاربر RAGپاسخ مدل 

 

The second sentence, "Play Safe!" is grammatically correct but uses an imperative verb with an adverbial expression. It falls 

into the category of an imperative sentence, where a command or suggestion is given. While "Play Safely!" can also be used, 

it is slightly more formal or precise, as "safely" is an adverb, describing the manner of playing. Both "Play Safe!" and "Play 
Safely!" convey the same general meaning, but "Play Safe!" may feel more informal. The usage of an exclamation mark 

with both is acceptable, as it emphasizes the message, although it may be seen as more common in informal contexts with 
"Play Safe!" 

 GPT-40 mini The sentence "Happy Holi to You and Your Family. Play Safe!" is almost grammatically correct, but it can be refined forپاسخ مدل 

smoother flow. The second sentence, "Play Safe!" is an imperative sentence, giving a command or instruction. While "Play 

Safe!" and "Play Safely!" are both grammatically acceptable, there is a subtle difference in usage. "Play Safe!" is more 

idiomatic and commonly used in casual speech, often implying a general sense of caution or safety, while "Play Safely!" is 

the technically correct form, with "safely" being the proper adverb to describe how one should play. Both phrases convey 

nearly the same meaning, with "Play Safe!" being more informal and colloquial. The usage of the exclamation mark with 
both "safe" and "safely" is appropriate, as both are commands or encouragements, but "Play Safe!" is more often used with 

the exclamation mark in everyday language. Therefore, while both versions are acceptable, the choice between them depends 

on the tone you want to convey—informal and idiomatic or more formal and precise. 

 Happy Holi! Well, first of all, in the English language, most words are not capitalized unless they are at the beginning of a پاسخ تأیید شده

sentence, or in the case of a "title", of sorts. Proper names are capitalized, but "you", "your", and "family" are not proper 

nouns. The one exception to this is if you are making a card of some sort. If you want it to stand out on a greeting card, then 
the capitalization may be appropriate. In that situation, it is a matter of personal choice. However, in most day-to-day 

conversations (or a post on someone's Facebook wall), it's generally best to avoid capitalizing words that would not be 

capitalized in a book. Happy Holi to you and your family! As for the second part, I'm not entirely sure that either of those 
phrases reflect your intended meaning. First of all, I am assuming by, "In which category does the second sentence fall?" 

you are asking about what type of sentence it is. The sentence seems to be what is called an imperative sentence. An 

imperative sentence is, essentially, a command. The subject of the sentence is implied to be "you", the one to whom the 
sentence is spoken. As for the meanings of the phrases, the imperative sentence, "Play safely," would be the type of warning 

you would give to a child, to remind him or her to avoid doing anything overly dangerous. The reason I say child, specifically, 

is because it is generally considered condescending to tell adults to play in most contexts, as "play" is widely considered to 
be a childish activity. On the other hand, the imperative sentence, "Play safe," is a (slightly-off) variation of an idiomatic 

expression, "Play it safe," and it has an entirely different meaning. To "play it safe" is to avoid taking risks, rather than to 

just be safe. Basically, you are telling the individual to go out of their way to make sure that there is as little damage done 
to them as possible. For the sake of clarity, telling someone to "play it safe" is not considered condescending, as it is an 

idiom which has little to do with the modern meaning of the word "play", but it is the wrong phrase for the meaning you 

likely wish to convey. If you wish to offer someone a wish of good health, and safety is the concern (or if you simply want 
to wish someone luck in staying safe), then the sentence I would recommend would be a simpler phrase: Happy Holi to you 

and your family! Be safe! This avoids the questionable use of "play" (as well as the grammar issues regarding the word 

"safe" not being an adverb; only adverbs can describe verbs), and makes the meaning clear. It is another imperative, telling 
"you" to be safe. Totally lovely. 

 گیری و کارهای آتینتیجه -6

ها برای پاسخگویی به پرسش UsERQAاین مقاله، سیستمی با نام 

ه سیستم بر پایاست. این های پرسش و پاسخ معرفی نمودهدر انجمن

 وی در انجمن هایپرسششناخت پرسشگر از طریق تحلیل سوابق 

تری از موضوع اصلی به درک عمیق، آن واسطه بهاستوار است تا 

 های متضمن را با دقتپرسش ورودی دست یافته و فهرست پرسش

ای به مدد زنجیره UsERQAبالاتری از بایگانی انجمن بازیابی نماید. 

ای از صورت دنبالههای زبانی بزرگ، دانش پرسشگر را بهاز مدل

های موضوعی، مدلسازی نموده و با دریافت یک زوج برچسب

بینی پرسش، وجود یا عدم وجود رابطه تضمن میان آنها را پیش

های کاندید را با تمرکز بر پرسش کند. سپس، برترین پاسخمی

نماید. طبق بهترین دانش ما، ورودی، در یک پاسخ واحد تجمیع می

های متضمن، موضوعی استفاده از دانش کاربر در شناسایی پرسش

است که تاکنون در ادبیات پژوهش به آن پرداخته نشده است. نتایج 

مطلوب ، عملکرد CQAD-ReQuESTها روی دادگان آزمایش

العات در مطها را نشان داد. ستم پیشنهادی و بهبود کیفیت پاسخسی

های توان عملکرد سیستم پیشنهادی پژوهش را در پلتفرمآتی می

دامنه همچون پزشکی و اقتصاد، -های خاصپاسخگویی به پرسش

یابد، ارزیابی اهمیت دوچندان می هاها در آنکه اعتبار و صحت پاسخ

های متضمن مؤلفه شناسایی پرسش براین، طراحینمود. علاوه

ها، انسایر زب درهای ارائه شده گیری از پاسخزبانی به منظور بهرهبین

سازی چند پاسخ متمرکز های زبانی بزرگ برای خلاصهآموزش مدل
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و پویایی کاربر  1مدیریت شروع سردو  2تنظیم نرم اعلانبر پرسش، 
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Abstract 

The expansion of the internet and the increasing amount of user-generated textual opinions on various topics 

have made sentiment analysis a crucial tool for understanding public sentiment towards different subjects. These 

insights are invaluable for businesses, policymakers, and society as a whole, but manually analyzing such a 

volume of data is costly and impractical. This study leverages automated and deep learning approaches by 

combining a Stacked Autoencoder (SAE) for feature extraction and a Transformer-BiLSTM-CNN model for 

sentiment classification, specifically designed for the Persian language. ParsBert, the Persian version of BERT, 

was used for data preprocessing. This combined approach demonstrated improved performance in key evaluation 

metrics such as accuracy, precision, recall, and F1 score, outperforming comparative models like Transformer-

BiLSTM-CNN, SAE-LSTM, and CNN. Results on datasets including user reviews from the Taghcheh and 

Digikala platforms and Persian tweets affirm the effectiveness of this hybrid model. 
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از رمزگذار  یبیبراساس ترک یاحساسات در متن فارس لیبهبود تحل

 Transformer-BiLSTM-CNNو  یاخودکار پشته
 

 2محمدعلی ثناگوی محرر، 4سینا دامی

 ایران، تهران، دانشگاه آزاد اسلامی، واحد تهران غرب، کامپیوتراستادیار گروه مهندسی  4
 ایران، تهران ،دانشگاه آزاد اسلامی، واحد تهران غرب، کامپیوترآموخته ارشد مهندسی دانش 2

 

 48/80/4181: پذیرشتاریخ       48/44/4181تاریخ بازبینی:       41/80/4181تاریخ دریافت: 

 پژوهشینوع مقاله: 
 

 دهیچک

 رایاست، ز هافتی ییبالا تیاهم یاحساسات متن لیمختلف، تحل یدادهایکاربران درباره رو یثبت نظرات متن شیو افزا نترنتیبا گسترش ا

اطلاعات  ،و جامعه گذاراناستیها، سکاربران را نسبت به موضوعات گوناگون نشان دهد و به شرکت یخنث ای یاحساسات مثبت، منف تواندیم

 یریادگیخودکار و  یهااست؛ لذا پژوهشگران به روش نهیبر و پرهززمان اریها بسحجم از داده نیا یدست لیدهد. اما تحل ئهارا یارزشمند

-Transformer یبیو مدل ترک هایژگیاستخراج و ی( براSAE) یارمزگذار خودکار پشته بیپژوهش با ترک نیاند. اآورده یرو قیعم

BiLSTM-CNN دل از م زیها نداده پردازششیپ یپرداخته است. برا یدر زبان فارس یاحساسات متن لیبهبود تحل هب ،یبندطبقه یبرا

ParsBertی، نسخه فارس BERTازیو امت یادآوریمانند دقت، صحت،  یابیارز یارهایمع یدر برخ بیترک نی، استفاده شد. ا F1 نسبت به ،

 یهادادهدر مجموعه یمطلوب جیداشت و نتا یعملکرد بهتر CNNو  Transformer-BiLSTM-CNN ،SAE-LSTMمشابه همچون  یهامدل

 .به دست آمد یفارس یهاتیئو تو کالایجینظرات کاربران طاقچه و د

 

 .یارمزگذار خودکار پشته، کننده لیتبد، یژگیاستخراج و، احساسات لیتحل: کلیدواژگان
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  مقدمه -4

 ک،یو تجارت الکترون یمجاز یهاروزافزون شبکه یبا توسعه

کرده است.  دایپ شیوب افزا بریمردم از خدمات مبتن یاستفاده

 یو درباره کنندیم دیخر ینترنتیا یهاکاربران از فروشگاه

 زین دارانیخر ریسا ینظرات بر رو نیا سند؛ینویمحصولات، نظر م

 محصول، خود کی دیخر یب مردم برایترت نیو به ا گذاردیم ریتاث

. مردم علاقه کنندیخود نم انیرا محدود به نظرات خانواده و اطراف

موضوعات مختلف صحبت کنند و احساسات خود را  یدارند درباره

باعث حضور  یمجاز یکنند. فضا انیب استیمانند س یدر مسائل

مختلف اعم از صاحبان کسب و کارها  یهااز حوزه رگذاریاشخاص تاث

مردم نظرات مثبت،  شودیمموجب  نیشده که هم استمدارانیتا س

که  یند؛ نظراتها ثبت کنآن یخود را درباره یخنث ایو  یمنف

ساسات اح لیها باشد. تحلآن یمنف ایاز عملکرد مثبت  یناش تواندیم

 یهااز حوزه یادیخود، توجه ز یگسترده یکاربردها لیبه دل

ه احساسات ب لیبه خود جلب کرده است. تحل یو دانشگاه یصنعت

  4یعیمتن در پردازش زبان طب یمحاسبات لیطور خلاصه شامل تحل

(NLPبرا )از  یاطلاعات ذهن یبنداستخراج و طبقه ،ییشناسا ی

 [.4متن بدون ساختار است ]

داشته باشد؛ به  یفراوان یکاربردها تواندیکاربران م یکاو دهیعق

 توانندیاطلاعات م نیا لیبا تحل ینترنتیا یهاعنوان مثال فروشگاه

کنند و محصولات را  ینیشبیکاربران را پ یندهیروز و آ یتقاضاها

دهندگان خدمات، با ها و ارائهکنندهدیکنند، تول نیمطابق با آن تام

محصولات و  یکاربران درباره یاز احساسات مثبت و منف هاستفاد

کنند و  یینقاط ضعف و قوت خود را شناسا توانندیخدمات خود، م

 دیولت ایحذف کنند،  ایخود را بهبود ببخشند  فیکالا و خدمات ضع

از احساسات  ایدهند  شیارائه خدمات محبوب خود را افزا ایکالا 

لات محصو یموضوعات مختلف، برا هکاربران نسبت ب یمثبت و منف

 ای تیاز رضا توانندیها م. دولترندیبگ دهیخود ا دیو خدمات جد

 یهامطلع شده وقوع بحران یمردم از موضوع خاص تیعدم رضا

 میبدان نکهیکنند. ا یریو از آن جلوگ ینیشبیرا پ یمل تیامن

[ به 1] 0844 ی[ و بهار عرب0، لندن ]0808تظاهرات هنگ کنگ 

شد؛ ضرورت  یسازمانده ینترنتیا یاجتماع یهاشبکه یلهیسو

ها را شبکه نیاحساسات کاربران ا لیو تحل یآورجمع ش،یپا

احساسات  لیتحل یکاربردها نیتر. از مهمکندیمچندان دو

د بر انتخابات و سو یرگذاریتاث ای ینیبشیبه پ توانیم نیهمچن

  [.1سهام اشاره کرد ]

                                                 
1 Natural language processing 
2 Convolutional Neural Network 

به  یمجاز یدر فضا دشدهیتول یهاکاربران از متن احساسات لیتحل

 لیها تبدآن حاتیدرک رفتار و ترج یبرا یدیکل یاز ابزارها یکی

به  یبه زبان فارس یاحساسات متن لیتحل ان،یم نیشده است. در ا

 یهاو کمبود منابع مناسب، با چالش یزبان یهایدگیچیپ لیدل

احساسات در  لیتحل یهامدل لکردمواجه است. بهبود عم یخاص

وکارها و دولت در به کسب تواندیحوزه نه تنها م نیا

 یبزارهاا یکمک کند، بلکه به توسعه کیاستراتژ یهایریگمیتصم

 .رساندیم یاری زیمنبع نکم یهازبان یبرا یعیپردازش زبان طب

د بهبو یبرا دیجد یبیمدل ترک کیپژوهش، ارائه  نیا یهدف اصل

است. با توجه به  یاحساسات در متون فارس لیتحل ییدقت و کارا

 ،یو نحو یصرف یهایدگیچیمانند پ یخاص زبان فارس یهاچالش

به  ازیزبان، ن نیدر ا یعیکمبود منابع پردازش زبان طب نیو همچن

با  می. ما قصد دارشودیآمد احساس مو کار یتخصص یهامدل

 نیشیپ قاتیکه در تحق قیعم یریادگی یهامدل هوشمندانه بیترک

که  میارائه ده دیجد یمعمار کیاند، داشته یعملکرد قابل توجه

 موجود داشته باشد. یهانسبت به مدل یبتواند عملکرد بهتر

 یهامدل بیترکاین است که پژوهش  نیما در ا یاصل هیفرض

 .شدرا بهبود بخ یاحساسات متن لیعملکرد تحل تواندیم شدهنهیبه

 یهااز مدل کیاساس شکل گرفته که هر  نیبر ااین فرض 

ParsBERTو  یا، رمزگذار خودکار پشتهTransformer-BiLSTM- 

مختلف پردازش  یهادر بخش (CNN) 0کانولوشنال یشبکه عصب

( نقاط قوت یبندو طبقه یژگیاستخراج و پردازش،شیمتن )پ

آن در پردازش  ییتوانا لیبه دل ParsBertدارند.  یمنحصر به فرد

 استفاده شده قیعم ییمعنا یهایژگیو استخراج و یفارس یهامتن

( به SAE) 1یااستفاده از رمزگذار خودکار پشته ن،یاست. همچن

 یهایژگیها و استخراج وآن در کاهش ابعاد داده تیقابل لیدل

-Transformer یهامدل بی. ترکتصورت گرفته اس یرخطیغ

BiLSTM-CNN انتخاب شده است که  لیدل نیبه ا زین

Transformer یهایو وابستگ یطولان یهاپردازش متن ییتوانا 

 1کوتاه مدت دو جهته بلند و شبکه حافظهبلندمدت را دارد، 

(BiLSTM )یمتوال یهایژگیکلمات و و بیترت یسازمدل یبرا 

 یهایژگیو پردازش و تشخیص یبرا زین CNNو  ؛مناسب است

 بیترک نی. ارودیکار ماحساسات به لیموثر در تحل یو الگوها یمحل

کرده و  یبردارتا از نقاط قوت هر مدل بهره دهدیبه ما امکان م

 .میاحساسات را بهبود بخش لیتحل یعملکرد کل

هوشمندانه سه مدل قدرتمند  بیپژوهش در ترک نیا یاصل ینوآور

3 Stacked Auto Encoder 
4 Bidirectional Long Short-Term Memory Network 



 Transformer-BiLSTM-CNNو  یااز رمزگذار خودکار پشته یبیبراساس ترک یاحساسات در متن فارس لیبهبود تحل

 

 یااست که هر کدام در حوزه خود عملکرد برجسته قیعم یریادگی

 از نقاط قوت هر مدل یبردارنه تنها باعث بهره بیترک نیاند. اداشته

مد حل کارآراه کی ،یمحاسبات یدگیچیبلکه با کنترل پ شود،یم

 .دهدیمارائه  یاحساسات در متون فارس لیتحل یبرا

خ پاس ریتا به سوالات ز میکنیتلاش م نیپژوهش همچن نیدر ا ما 

 :میده

 هفیعملکرد وظ ق،یعم یریادگی یهامدل بیچگونه با ترک .4

 م؟یبهبود ده یفارس یهااحساسات را در متن لیتحل

هبود باعث ب قیعم اریبس یهامدل یریبا بکارگ توانیچگونه م .0

 احساسات شد؟ لیتحل فهیدر وظ هایژگیاستخراج و

داده  حیتوض قیتحق نیا یاصل یو دستاوردها هاینوآوردر ادامه، 

 :شوندیم

 یهااز مدل یبیبار ترک نیاول یپژوهش، برا نیدر ا (4

Transformer-BiLSTM-CNN  با استفاده ازSAE  ارائه

بر توجه  یمبتن یهامدل یایمزا ب،یترک نیشده است. ا

 ییتوانا ق،یعم ییروابط معنا پردازش و تشخیص یبرا

BiLSTM  بلندمدت، و  یزمان یهایوابستگ یریادگیدر

را  یمحل یهایژگیو پردازش و تشخیصدر  CNN تیقابل

به  SAEاستفاده از  ن،یادغام کرده است. همچن گریکدیبا 

کمک کرده  هایژگیها و کاهش ابعاد وداده ییبهبود بازنما

 است.

 یاصل به عنوان ابزار ParsBERTپژوهش از  نیا (0

استفاده کرده  ییمعنا یبردارها جادیو ا پردازششیپ

و  یزبان یهایژگیتمرکز بر و لیمدل، به دل نیاست. ا

 ترقیدق لیامکان تحل ،یخاص زبان فارس یساختار

 یهاکیتکن ن،یاحساسات را فراهم کرده است. همچن

به  زیو حذف نو یسازنرمال رینظ یخاص پردازششیپ

 ها اعمال شده است.داده تیفیمنظور بهبود ک

مدل در  یابیپژوهش، ارز نینوآورانه ا یهااز جنبه یکی (1

پژوهش نشان داده  نیمنبع است. اکم یهاداده طیشرا

 یهاقادر است با داده یشنهادیپ یهامدل بیاست که ترک

وع موض نیداشته باشد و ا یعملکرد قابل قبول زیمحدود ن

 .دارد ییبالا تیاهم یفارس انمتون زب لیدر تحل ژهیوبه

چندزبانه: اگرچه تمرکز  یکاربردها یبرا یمعمار توسعه (1

است، ساختار  یمتون فارس لیپژوهش بر تحل نیا یاصل

 یابر یبه راحت تواندیمناسب م ماتیبا تنظ یشنهادیپ

 لیپتانس ،یژگیو نیبه کار رود. ا زین گرید یهازبان

 .کندیراهم مها را فها و زبانحوزه ریگسترش روش در سا

 یاز دستاوردها یکی: یبه منابع محاسبات ازین کاهش (1

کاهش ابعاد  یبرا SAEپژوهش، استفاده از  نیا یدیکل

 میاست که به طور مستق هایژگیو ییداده و بهبود بازنما

را کاهش داده و سرعت پردازش  یبه منابع محاسبات ازین

موضوع، امکان استفاده از مدل  نیداده است. ا شیرا افزا

محدود به منابع را فراهم  یهاطیدر مح یشنهادیپ

 .کندیم

 میاست: در بخش دوم، مفاه ریشرح زمقاله به نیساختار ای ادامه

 یریادگی یهااحساسات و روش لیمرتبط با تحل ینظر یو مبان هیاول

بر  ی. در بخش سوم، مرورردیگیقرار م یمورد بررس قیعم

و  قی. در بخش چهارم، روش تحقشودیمرتبط انجام م یهاپژوهش

شود. در بخش پنجم، یطور مفصل شرح داده مبه یشنهادیمدل پ

استاندارد و مجموعه  یارهایبا استفاده از مع یشنهادیمدل پ یابیارز

در بخش ششم  ت،یو در نها شودیمناسب ارائه م یهاداده

 .ارائه خواهد شد ندهیآ یهاپژوهش یبرا شنهاداتیو پ یریگجهینت

 مفاهیم اولیه -2

در این قسمت مفاهیم اولیه شامل تعریف تحلیل احساسات متنی و 

های عصبی مورد شده است و در ادامه شبکه ارائهیادگیری عمیق 

 .شودمعرفی میاستفاده در این مقاله 

  تحلیل احساسات متنی -2-4

مردم،  یهمه یآن برا یو سهولت دسترس نترنتیا تیمحبوب

کرده است. مردم احساسات  دیتول نیآنلا یرا در فضا یفراوان یمحتوا

 ئودیو و ریمتن، تصو قیاز طر یاجتماع یهاو نظرات خود را در شبکه

نظرات خود را در مورد محصولات و خدمات  نی. همچنکنندیم انیب

و بستر  یتجار یهاتیدر وب سا یلنظرات تعام قیخاص از طر

 نیشده در ا دیتول یمتن ی. محتوادهندیمبروز  یاجتماع یهاشبکه

دهنده در مورد در مورد نظر و احساسات نظر یارزشمند نشیبستر، ب

 یلهینظرات به وس نی. ادهدیمموضوع مورد بحث، به دست 

ده و مورد استفا شودیمبهتر درک  یعیپردازش زبان طب یهاکیتکن

و نگرش  یابینشان دادن نظر و ارز. احساس معادل رندیگیمقرار 

استخراج و  ،ییشناسا ندیاحساسات، فرآ لی[ و تحل1است ]

ار بدون ساخت یمتن یخاص از محتوا میبا مفاه یاطلاعات یبندطبقه

 ای یو لحن عاطف شودیگفته م زین یکاودهیاست که به آن عق

[. 5] کندیم فیرا تعر یمتن یهاادهاحساسات منتقل شده در د
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احساسات، استخراج احساسات و نظرات از  یبندف از طبقههد

متن  یبندمسئله طبقه کیاحساسات  لیتحل یفهیها است. وظمتن

احساس مثبت و  یمتن را به دو دسته رایز شود؛یمحسوب م

و  تیطعنه، ذهن صی. تشخکندیم یبنددسته یاحساس منف

را دشوار  فهیوظ نیهستند که ا یاز جمله موارد متن یسازمانده

 [.7] کنندیم

  یادگیری عمیق -2-2

های یادگیری عمیق به نتایج قابل توجهی های اخیر الگوریتمدر سال

یادگیری "در حوزه پردازش زبان طبیعی دست یافتند. اصطلاح 

 های متعدد پرسپترون الهام گرفتههای عصبی با لایهبه شبکه "عمیق

های متعدد و متوالی نشان ها را در لایهاز مغز ما اشاره دارد و داده

ها معیار مهمی برای نمایش عمق شبکه است. دهند؛ تعداد لایهمی

تری را بر روی مجموعه های پیچیدهتوان مدلبا این معماری می

تری را در تری آموزش داد و نتایج پیشرفتههای بسیار بزرگداده

ار گفتهای کاربردی، از بینایی رایانه و تشخیص بسیاری از حوزه

[. همچنین این توانایی را دارند که 7، تولید کرد ]NLPگرفته تا 

های های نحوی جملات را به طور خودکار بدون تکنیکویژگی

ع و هایی که مناباستخراج ویژگی اضافی ذخیره کنند؛ بدون تکنیک

ی هاکنند. به همین دلیل است که مدلمیزمان بیشتری را مصرف 

ققان پردازش زبان طبیعی را برای یادگیری عمیق توجه مح

[. مجموعه 4بندی احساسات به خود جلب کرده است ]طبقه

افزاری برای های بزرگ در آموزش، پیشرفت در منابع سختداده

های یادگیری عمیق باعث های بزرگ و بهبود در مدلپردازش داده

 .[0شود ]میهای یادگیری عمیق افزایش اثربخشی مدل

2-2-4- BiLSTM 

 ی،تبازگش یعصب شبکه یهاتمیاز الگور یکی BiLSTM یعصبشبکه 

 LSTMرا بهتر از  4متوالی یکار مدل ساز واست  LSTMبهبود  یبرا

کنند؛ می، از عقب به جلو حرکت LSTMاطلاعات در کند. میحل 

 کنند؛ هم ازمی اطلاعات در هر دو جهت حرکت ،BiLSTM اما در

در  با استفاده از دو حالت پنهان ،از جلو به عقب هم عقب به جلو و

 یهادادهگیرد و می ادیرا بهتر  نهیزم کار نیا با .حرکت هستند

 .[4] شودیحفظ م ندهیاطلاعات گذشته و آ یورود

                                                 
1 task of sequential modeling 
2 feed-forward 
3 spatial principle 
4 convolution 
5 pooling 

2-2-2- CNN 

CNN کی واست  قیعم یریادگی یهایمعمار نیاز مهمتر یکی 

و توانایی محاسبات  است هیچند لا 0خورشیپ یمدل شبکه عصب

 یهاهیدر لا توانیها را مکه همه گره ییهاشبکه. [7]موازی دارد 

 را فقط از گره یکه هر گره ورود یکرد، به طور یدهسازمان یتوالم

. [9]نام دارند  خورشیپ یعصب شبکه کند، افتیدر یقبل یهاهیلا

CNN، شبکه  کند.میاستخراج  1ییها را بر اساس اصل فضایژگیو

 صیتشخ یورود یهارا در داده ییفضا یالگوها تواندمیبا این اصل 

 لایه شده است: لیتشک هیاز سه لا CNN[. 0] ردیبگ ادیبهتر  ودهد 

 .5کاملاً متصل هیو لا 1ادغام لایه ،1کانولوشن

 هاتبدیل کننده -2-2-3

 یسازتابع فعال کیرمزگذار و رمزگشا با  یهامدل شامل بلوک نیا

 ی شبکه عصبیاحتمالات خروج نرمال سازی یبرا 7سافت مکس

رمزگذار متشکل  یهابلوک داده متوالی است. کیمدل  یاست. ورود

توجه  یهاهی. لااست خورشیشبکه پ کیو  0از توجه چند سر

. کنندیمحاسبه م یهر ورود یرا برا وجهت یسر، بردارهاچند

توجه چندسر پوشانده  یهاهیو لا موقعیتی رمزگذار یدارا رمزگشا

، نندهکتبدیلکنند. مدل یشده است که مشابه بلوک رمزگذار عمل م

 یسازمدل یشده بود، برا یطراح ینیترجمه ماش یکه در ابتدا برا

مانند  NLP فیوظا ریسا یو آن را برا شودیزبان استفاده م

ل قاب ،به سؤال ییگوپاسخ و اسناد یسازمتن، خلاصه یبندطبقه

 .[48] کندیده ماستفا

 9هاکننده لیرمزگذار دو جهته از تبد شینما -2-2-1

(BERT) 

BERT به عنوان  کنندهتبدیل کیموجود در  یاز رمزگذارها

 یبرا کند وی استفاده میآموزششیپ یهامدل یبرا یرساختیز

 یازسخلاصه ت،، پاسخ به سؤالاتحلیل احساساتمانند  NLP فیوظا

 تیریآن در مد ییشامل توانا BERT یایمزا. کاربرد دارد و... متن

 ترعیدو جهته آن است. سر قابلیت لیبه دل یاستخراج اطلاعات متن

زبان  یسازمدل یهااز برنامه یاگسترده فیو در ط کندیم نیتمر

ه ب ی نیز دارد از جمله اینکهبیحال، معا نیاستفاده شده است. با ا

 زین یطول جملات ورود د،شویتک زبانه محدود م یهایبندطبقه

 [.48]ی دارد استنتاج عمل مشکلکند، یآن را محدود م

6 fully connected 
7 Softmax 
8 multi-head attention 
9 Bidirectional encoder representations from Transformers 



 Transformer-BiLSTM-CNNو  یااز رمزگذار خودکار پشته یبیبراساس ترک یاحساسات در متن فارس لیبهبود تحل

 

 رمزگذارهای خودکار -2-2-6

ه تواند برمزگذار خودکار یک بلوک ساختمانی اساسی است که می

ها های عمیق استفاده شود. آنصورت سلسله مراتبی برای ایجاد مدل

کنند و می های سطح بالا را سازماندهی، فشرده و استخراجویژگی

های غیرخطی را امکان یادگیری بدون نظارت و استخراج ویژگی

کنند. رمزگذارهای خودکار دارای یک رمزگذار و یک فراهم می

های عصبی پیشخور رمزگذارهای خودکار شبکه رمزگشا هستند.

دهند در یک جهت جریان پیدا هستند که به اطلاعات اجازه می

 .[44] کنند

2-2-5- SAE 

استفاده  هیرمزگذار تک لا کیمعمولاً از  یسنت خودکاررمزگذار 

 یکشد. برایرا به چالش م قیعم یهایژگیکند که استخراج ویم

بکه ساختار ش قیموثر، تعم یاستراتژ کی ،یژگیاستخراج و تیتقو

 وانتیم ،یاهیلا یریادگی کردیرو کی یریاست. با بکارگ یعصب

را  SAE کیقرار داد تا  همار را در کن هیرمزگذار خودکار پا نیچند

 را فراهم دهیچیداده پ یهایژگیدهند که امکان استخراج و لیتشک

شود که یاز دو رمزگذار و رمزگشا استفاده م SAE. [44] کندیم

که  یبه طور؛ دهدکاهش میطور موثر  بهرا  یواقع یهایژگیو

آسان  یمتن یهاداده یبر رو اتیو انجام هر گونه عمل یبندطبقه

 .[40] شودیم

 و سوابق مربوطه اتیمرور ادب -3

 لیتحل یو نوآورانه برا یبیترک یمدل[، 40و همکاران ] دیواح یفضل

 و SAEدو روش قدرتمند  بیاحساسات ارائه کردند که از ترک

LSTM پژوهش، غلبه بر مشکلات  نیا ی. هدف اصلبردیبهره م

و  LSTMتوسط  یاطلاعات یهایژگیو یمرتبط با استخراج ناکاف

 ترقیدق یبندطبقه یبرا SAEدر  سافت مکس هیلا یهاتیمحدود

با  SAEها شامل استفاده از آن یشنهادیپ مدل بوده است. هایژگیو

 یهایژگیاستخراج و یاست که برا رمزگشا هیو دو لا رمزگذار هیدو لا

مرحله،  نیشده است. پس از ا یها طراحو کاهش ابعاد داده یاطلاعات

LSTM یریادگیآن در  ییتوانا لیکه به دل شودیبه کار گرفته م 

احساسات را  یبندطبقه ندیآبلندمدت در متن، فر یهایوابستگ

 پردازششی. پدهدیشده انجام م استخراج یهایژگیاساس وبر

کلمات توقف و  ،یمدل شامل حذف علائم نگارش نیها در اداده

 یبیآمده نشان داد که مدل ترکدستبه جینتا متن است. یسازتوکن

 یسنت یهاداشته و نسبت به مدل یدرصد 07 4دقت یشنهادیپ

                                                 
1 Accuracy 

درصد  1121با دقت  CNNدرصد و  0020با دقت  LSTMمانند 

 تنها در بهبود نه یبرتر نیاز خود نشان داده است. ا یعملکرد بهتر

 یااجراحساسات مشهود بود، بلکه در کاهش زمان  یبنددقت طبقه

ز ا یمختلف طیمدل در شرا ن،یبود. علاوه بر ا رگذاریتأث زیمدل ن

ه داشت ک یعملکرد مطلوب زین یو تست یآموزش یهاداده میتقس

 نیدر ا ییهاتیحال، محدود نیا با آن است. یداریدهنده پانشان

دو  یبندطبقه یعنوان مثال، مدل تنها براپژوهش وجود داشت. به

احساسات  لیتحل تیشده و قابل یطراح( یکلاسه )مثبت و منف

 یتوجه برا یهازمیاستفاده از مکان نیچندکلاسه را ندارد. همچن

  نشده است. یاحساسات در آن بررس لیتحل هبودب

و  سهیجامع به مقا یدر پژوهش[، 5کومار ] لیشوکلا و آخ گانکیمر

 لیتحل یبرا قیعم یعصب یهامختلف شبکه یهامدل یابیارز

 نیبهتر ییپژوهش، شناسا نیا یداختند. هدف اصلاحساسات پر

 Transformerو  CNN ،BiLSTM رینظ یبیترک یهااز مدل بیترک

و  Word2Vec ،GloVeکلمات مانند  یهاتعبیههمراه با انواع 

FastText ود.احساسات ب لیدقت در تحل نیبه بالاتر یابیدست یبرا 

 یهاکردند. شبکه فایا یها نقش خاصاز مدل کیمطالعه، هر  نیا در

CNN از متن،  یمحل یهایژگیاستخراج و یبراBiLSTM یبرا 

و  ،یابلندمدت و اطلاعات دنباله یهایوابستگ یریادگی

Transformer ییتوجه و بهبود درک معنا زمیاز مکان یریگبهره یبرا 

ه پژوهش نشان داد ک نیا جینتاکلمات در متن به کار گرفته شدند. 

 تعبیهبا  بیدر ترک Transformer-BiLSTM-CNNمدل 

Word2Vec دست  %09281عملکرد را ارائه داده و به دقت  نیبهتر

 عبیهت نیچند بیکه از ترک یزمان ژهیبه و یبرتر نیاست. ا افتهی

 ن،یاستفاده شد، آشکارتر بود. همچن یکلمات به عنوان کانال ورود

دقت  BiLSTMو  CNN یهابه مدل Transformer یهاهیلا نافزود

پژوهش  ها،تیموفق نیوجود ا با داد. شیدرصد افزا 1تا  0را حدود 

 یشنهادیپ یهانمونه، مدل یمواجه بود. برا زین ییهاتیبا محدود

 ELMoو  BERTچون  یادهیدآموزششیپ یهابا مدل سهیدر مقا

 یهاهیبا لا یبیترک یهاداشتند و آموزش مدل یدقت کمتر

Transformer ن،یداشت. علاوه بر ا یشتریب یبه منابع محاسبات ازین 

 توانستیم SST-2مجموعه داده محدود  کیاستفاده از 

 یکه به بررس یگرید پژوهش را کاهش دهد. جینتا یریپذمیتعم

ها احساسات پرداخته، بر نقش ساختار مدل لیتحل یهاجامع مدل

ز داشته است. در ها تمرکمدل نیها در عملکرد اداده یو نوع ورود

 قیساده و عم یهامطالعه، هشت مدل مختلف شامل نسخه نیا

CNN 0بازگشتی یشبکه عصبی هاو مدل (RNN) رینظ LSTM  و

2 recurrent neural network 
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سطح کلمه و  یهایورود ( باGRU) 4داروازهدر یواحد بازگشت

با  RNN یهانشان داد که مدل جینتا اند.شده یابیکاراکتر ارز

داشتند، در  CNNنسبت به  یسطح کلمه عملکرد بهتر یهایورود

در  ژهیموارد، به و یسطح کاراکتر در برخ یبا ورود CNNکه  یحال

 زیپژوهش ن نیارائه دادند. ا یترمطلوب جینتا ق،یعم یساختارها

و  دهیدآموزششیپ یمانند عدم استفاده از بردارها ییهاتیمحدود

 .را داشت RNNو  CNN بیترک یبررس

به  ینینو یبیدر پژوهش خود مدل ترک[، 4تام و همکاران ] نیسکر

اند کرده یاحساسات معرف یبندطبقه یرا برا ConvBiLSTMنام 

 ق،یتحق نیا ی. هدف اصلبردیبهره م BiLSTMو  CNNکه از ادغام 

 لیدر تحل ژهیوبه ن،احساسات متو لیبهبود دقت و عملکرد در تحل

در  CNN ییمدل با استفاده از توانا نیبوده است. ا ها،تییتو

 یریادگیدر  BiLSTM تیو قابل یمحل یهایژگیاستخراج و

 یهاتیمدت متن، تلاش کرده است تا محدود بلند یهایوابستگ

آمده نشان داد که  دستبه جینتا را کاهش دهد. نیشیپ یهاروش

 رینظ هیپا یهابا مدل سهیتوانسته است در مقا ConvBiLSTMمدل 

CNN  وBiLSTMمدل در مجموعه  نیارائه دهد. ا ی، عملکرد بهتر

به دقت  SST-2و در مجموعه داده  %91241به دقت  هاتییداده تو

دقت  بیبه ترت CNNکه مدل  یدر حال افت،یدست  94241%

را  %09210و  %94210دقت  BiLSTMو مدل  %09240و  94209%

مدل، پژوهش با  نیا یهاتیوجود موفق با به ثبت رسانده بودند.

به  توانیم هاتیمحدود نیمواجه بود. از جمله ا زین ییهاتیمحدود

و عدم استفاده از  میحج یهاداده یبالا برا یبه منابع محاسبات ازین

 توجه اشاره کرد. یهازمیمکان

ای به تحلیل احساسات مبتنی بر در مطالعه[، 41و همکاران ] قیشف

هدف اصلی آن شناسایی و تحلیل پرداختند که   (ABSA)0جنبه

های خاص متن در زبان عربی بود. این احساسات مرتبط با جنبه

توان طور ویژه به بررسی این سوال پرداخت که چگونه میتحقیق به

   ABSAهای، عملکرد مدل(E2E) 1انتها به انتها  هایبا ترکیب روش

 ترکیبها از برای دستیابی به این هدف، آن .را بهبود بخشید

AraBERTیلدهایف آموخته برای زبان عربی، با، یک مدل پیش 

استفاده کردند. این رویکرد با ادغام وظایف   (CRF) 1یشرط یتصادف

بندی احساسات و طبقه  (ATE)1استخراج اصطلاحات جنبه

در یک مدل واحد، توانست ارتباط میان این دو   (ASC)5مربوطه

 برای ارزیابی و جلوگیری از زیروظیفه را تقویت کند. همچنین،

                                                 
1 Gated Recurrent Unit 
2 Aspect-Based Sentiment Analysis 
3 End-to-End 
4 Conditional Random Fields 
5 Aspect Term Extraction 

. بهره بردند 0fold -kمتقاطع یاعتبار سنج، از تکنیک 7برازشبیش

در  ٪91244نتایج نشان داد که مدل پیشنهادی توانست به دقت 

و  ٪97270های دست یابد و به ترتیب دقت E2E-ABSA وظیفه

کسب کند. این دستاورد، بهبود  ASC و ATE را در وظایف 90211٪

های پیشین داشت که این دو وظیفه را توجهی نسبت به مدلقابل

هایی با این حال، این پژوهش با محدودیت. دادندجداگانه انجام می

های موجود برای زبان عربی مواجه بود. نخست، محدودیت داده

در  انتها به انتها هایعملکرد مدل را تحت تأثیر قرار داد. دوم، مدل

ه و طولانی کارایی کمتری داشتند. همچنین، تحلیل جملات پیچید

نیاز به منابع  AraBERT ای چونآموختههای پیشآموزش مدل

توجه تحقیقاتی قابل هایمحدودیتدیگر محاسباتی بالایی داشت. از 

هایی اشاره کرد که بتوانند چندین توان به عدم توسعه مدلمی

های در دادهطور همزمان انجام دهند و را به ABSA زیروظیفه

 .منبع نیز عملکرد مناسبی داشته باشندکم

در پژوهشی به تحلیل احساسات [، 41و همکاران ] نیالجبر محمد

ویژه توییتر، پرداختند. هدف های اجتماعی، بهکاربران در شبکه

بندی خودکار احساسات کاربران نسبت به اصلی این تحقیق طبقه

منفی و خنثی بود. این به سه دسته مثبت،  ChatGPT فناوری

، از الگوریتم MFOHDL-SA مطالعه با ارائه یک مدل ترکیبی به نام

بهره  48و یادگیری عمیق ترکیبی (MFO) 9سازی پروانه شعلهبهینه

 برای. گرفت تا دقت و کارایی تحلیل احساسات را بهبود بخشد

ی ها طراحپردازش دادهدستیابی به این هدف، یک فرآیند جامع پیش

ها، علائم نگارشی، تبدیل URLها، که شامل حذف ریتوییت شد

سازی، حذف کلمات توقف سازی، نرمالها به کلمات، توکنایموجی

 TF-IDF بود. سپس، از مدل Lemmatization و Stemming و انجام

ها استفاده شد. مدل ها و بردارسازی دادهبرای استخراج ویژگی

احساسات به کار گرفته شد بندی برای طبقه CNN-LSTM ترکیبی

برای تنظیم هایپرپارامترهای این مدل به منظور  MFO و الگوریتم

نتایج این پژوهش نشان داد . سازی عملکرد آن استفاده گردیدبهینه

بندی در طبقه ٪91289به دقت کلی  MFOHDL-SA که مدل

های احساسات دست یافت. در مرحله تست، دقت مدل برای کلاس

بود.  ٪91271و  ٪91257، ٪95201و خنثی به ترتیب  مثبت، منفی

گل جن ای مانندهای پایهتوجهی بهتر از مدلطور قابلاین عملکرد به

6 Aspect Sentiment Classification 
7 Overfitting 
8 Cross validation 
9 Moth Flame Optimization 
10 Hybrid Deep Learning 



 Transformer-BiLSTM-CNNو  یااز رمزگذار خودکار پشته یبیبراساس ترک یاحساسات در متن فارس لیبهبود تحل

 

، (SVM) 4یبانیبردار پشت نیماش، درخت تصمیم، تصادفی

XGBoost ،CNN  0یافراط یریادگی نیماش و (ELM) با وجود . بود

هایی نیز مواجه بود. از جمله، ها، مطالعه با محدودیتاین موفقیت

نمونه بود که ممکن است برای  58،888ها محدود به حجم داده

های ترکیبی های پیچیده کافی نباشد. همچنین، مدلآموزش مدل

کنند و زمان منابع محاسباتی زیادی مصرف می CNN-LSTM مانند

در مواجهه  MFO رند. علاوه بر این، الگوریتمتری داآموزش طولانی

های های بسیار بزرگ یا پیچیده ممکن است در تنظیم بهینهبا داده

 . کند عمل کند ،هایپرپارامتری

در پژوهشی به تحلیل احساسات در [، 41کاروالو و همکاران ] زابلیا

-ماشین و انسان-گفتگوها پرداختند، با تمرکز بر تعاملات انسان

لکرد بر بهبود عم انسان. هدف اصلی این تحقیق بررسی تأثیر بافت

های تحلیل احساسات بود. بافت در این مطالعه شامل جملات مدل

قبلی و نقش گوینده )مانند مشتری یا نماینده خدمات( بود. این 

پژوهش به سوالاتی درباره تأثیر تعداد جملات قبلی، نقش گوینده، 

 .ی تحلیل احساسات در گفتگوها پاسخ دادو انتخاب مدل مناسب برا

 های سنتی مانندبرای دستیابی به این هدف، از ترکیبی از روش

های و مدل؛ CRF وجنگل تصادفی ، SVM، کیلجست ونیرگرس

شده  نهیبه BERT کردیرو، BERT پیشرفته یادگیری عمیق از جمله

استفاده شد. همچنین،  CRF-BERT و( RoBERTa) 1یقو

مورد   OPTو GPT- 3مانند (FSL) 1یادگیری کم فرصت  هایمدل

 هاینتایج این پژوهش نشان داد که مدل بررسی قرار گرفتند.

BERTimbau و RoBERTa  بهترین عملکرد را در تحلیل احساسات

ر نظر ماشین، د-با در نظر گرفتن بافت داشتند. در گفتگوهای انسان

خدمات( بهبود  گرفتن بافت هر دو گوینده )مشتری و نماینده

-عملکرد مدل را به همراه داشت. در حالی که در گفتگوهای انسان

نیز  FSL هایانسان، در نظر گرفتن جملات مشتری کافی بود. روش

 BERT های مبتنی برنتایج قابل قبولی ارائه دادند، اما به اندازه مدل

دود ها محهایی مواجه بود. دادهاین پژوهش با محدودیت. مؤثر نبودند

 های دیگربه زبان پرتغالی بودند و نتایج ممکن است برای زبان

های محاسباتی بالا و به دلیل هزینه FSL هایمتفاوت باشد. مدل

محدودیت داشتند. همچنین،  BERT تر نسبت بهعملکرد ضعیف

در پردازش جملات طولانی به   RoBERTaها مانندبرخی مدل

 .مشکل برخوردند

های خود به در یکی از پژوهش[، 45لانگ تن و همکاران ] انیک

ایی شناس و بررسی و توسعه رویکردی جدید برای تحلیل احساسات

                                                 
1 Support Vector Machine 
2 Extreme Learning Machine 

 اند. در اینپرداخته بندی احساسات مثبت، منفی و خنثیو طبقه

ه بود های ترکیبی عمیقپژوهش، تمرکز اصلی بر استفاده از مدل

 Transformer مبتنی بر هایهای مدلاست که با ترکیب ویژگی

 و LSTM، BiLSTM ای نظیرهای دنبالهو مدل RoBERTa مانند

GRU اندبهبود دقت و عملکرد تحلیل احساسات را هدف قرار داده .

در این مطالعه، مدل ترکیبی عمیقی معرفی شده است که شامل سه 

 و RoBERTa-LSTM ،RoBERTa-BiLSTM ساختار مجزا یعنی

RoBERTa-GRU .های ترکیبی، برای ترکیب نتایج این مدل است

 ن،یهمچن گیری و رأی اکثریت به کار گرفته شد.دو روش میانگین

 یبرا GloVeها، از روش مقابله با مشکل عدم تعادل داده یبرا

 تیاقل یهاکلاس یبرا شتریب یهانمونه جادیها و اداده شیافزا

 پیشنهادی با استفادهنتایج نشان داده که مدل  استفاده شده است.

درصد در  9129از روش رأی اکثریت توانسته است دقتی معادل 

 Twitter USدرصد در مجموعه داده IMDB ،94277 مجموعه داده

Airline Sentiment  درصد در مجموعه داده 09204و 

Sentiment140 به دست آورد. در این میان، استفاده از  RoBERTa 

 های مشابهعملکردی برتر نسبت به مدلبه عنوان لایه ابتدایی، 

با این وجود، این رویکرد  نشان داده است. ALBERT و BERT مانند

هایی نیز روبروست. نیازمندی بالای منابع محاسباتی به با چالش

های و مدلRoBERTa  های پیچیده ماننددلیل استفاده از مدل

ست. علاوه بر های این روش اترین محدودیتای، یکی از مهمدنباله

گاهی ممکن است منجر به  GloVe ها با استفاده ازاین، افزایش داده

 های مصنوعی با کیفیت پایین شود.تولید نمونه

با  تر،همچنین پژوهشی قدیمی [47] لانگ تن و همکاران انیک

 یاند که در آن مدلاحساسات ارائه کرده لیهدف بهبود دقت تحل

 نی. اردیگیبهره م LSTMو  RoBERTaمدل  یهاتیاز قابل یبیترک

 یهایمانند وابستگ ییهاتا با حل چالش کندیمدل تلاش م

 لیتوجه در تحلقابل یعملکرد ،یگانبلندمدت در متن و تنوع واژ

 یاشرفتهیپ یهاراستا، از روش نیبگذارد. در ا شیاحساسات به نما

اده د شیافزا یهاکیقدرتمند، تکن ییمعنا یهایهمچون جاساز

ه متن استفاد قیدق پردازششیها و پمقابله با عدم توازن داده یبرا

 یبرا یعنوان ابزاربه RoBERTaروش، مدل  نیا در شده است.

 یدر حال ؛کندیمعنادار عمل م یعدد یهاییمتن به بازنما لیتبد

 یهایژگیبلندمدت، و یهایپردازش وابستگ تیبا قابل LSTMکه 

و  ییمعنا یهاییبازنما نی. اکندیم لیمتن را استخراج و تحل یزمان

 یهاهیو با استفاده از لا شدهادغام  کپارچهیساختار  کیدر  یزمان

 .شوندیمنجر م یینها یبندبه طبقه Denseو  Flatten رینظ یلیتکم

3 Robustly Optimized BERT Approach 
4 Few-Shot Learning 
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برآورد لحظه ساز بهینه از یریگبا بهره زیآموزش مدل ن ندیفرآ

شده  یسازنهیبه 0 یامتقاطع طبقه انیتابع ز و (Adam) 4یقیتطب

 یبیکه مدل ترک دهندیآمده نشان مدستبه جینتا است.

RoBERTa-LSTM ناییو بیزمانند  یسنت یهابا روش سهیدر مقا، 

SVM  وLSTM ارائه داده و توانسته است در  یعملکرد بهتر

 یهاکی. تکنابدیدست  ییمختلف به دقت بالا یهامجموعه داده

ه در مواجه ژهیودر بهبود دقت مدل به یدینقش کل زیداده ن شیافزا

 ییارهایدر مع یتوجهاند و بهبود قابلکرده فاینامتوازن ا یهابا داده

دستاوردها، مدل  نیوجود ا با اند.کرده جادیا F1ن امتیاز همچو

 نیرو است. از جمله اروبه زین ییهاتیبا محدود یشنهادیپ

 تریبالا و زمان طولان یبه منابع محاسبات ازیبه ن توانیم هاتیمحدود

 ساختار مدل اشاره کرد. یدگیچیپ لیآموزش به دل یبرا

مهمت و ایلهان در پژوهش خود به طراحی یک  [،0] لهانیو ا مهمت

ه از اند کبندی احساسات پرداختهمدل ترکیبی نوآورانه برای طبقه

های تعبیه تکنیکهای مختلف یادگیری عمیق و ترکیب روش

ژه ویها بهبود دقت تحلیل احساسات، بهبرد. هدف آنکلمات بهره می

ها از های ترکی، بوده است. مدل پیشنهادی آندر بررسی توییت

 و Word2Vec ،FastText های متنوع تعبیه کلمات، از جملهروش

 های یادگیری عمیق نظیرتعبیه در سطح کاراکتر، به همراه مدل

CNN ،LSTM ،BiLSTM و GRU  استفاده کرده است. نوآوری

با  BiLSTM و CNN کلیدی در این پژوهش، ترکیب موازی

است که  FastText گیری از تعبیه در سطح کاراکتر وبهره

سافت مکس  های این دو بخش پس از ترکیب، به یک لایهخروجی

در این پژوهش، . شوندبندی نهایی منتقل میبرای طبقه

ها با دقت بالایی انجام شده است و شامل مراحلی دادهپردازش پیش

نظیر تبدیل حروف به حروف کوچک، حذف علائم نگارشی و اعداد، 

ها ، و جایگزینی لینکZemberek تصحیح اشتباهات املایی با ابزار

مده آدستهای خاص بوده است. نتایج بههای کاربری با برچسبو نام

 %00241پیشنهادی، با دقت نشان داده است که مدل ترکیبی 

های پایه ارائه کرده است. برای عملکرد بهتری نسبت به سایر مدل

 و مدل %71257با تعبیه در سطح کاراکتر دقت  CNN مثال، مدل

BiLSTM  با FastText  با این حال، پژوهش  .اندداشته %08211دقت

هایی نظیر کمبود داده، دشواری در مدیریت ها با محدودیتآن

و ر، و اهمیت یکسان برای تمام کلمات روبهطعنهصطلاحات خاص و ا

 بوده است. 

 سهیجامع با هدف مقا ی[ پژوهش40وان سو و همکاران ] سئونگ

                                                 
1 Adaptive Moment Estimation 

 

احساسات ارائه  یبنددر طبقه قیعم یریادگیبر  یمبتن یهامدل

با  RNNو  CNNمختلف  یهامطالعه، عملکرد مدل نیاند. در اداده

 یسطح کلمه و سطح کاراکتر مورد بررس یبر دو نوع ورود دیتأک

 41 یها بر رومدل شیپژوهش شامل آزما نیقرار گرفته است. ا

 یهایژگیداده متنوع بوده و تلاش کرده است نقش ومجموعه

 یبندطبقه ییرا در کارا یداده، ساختار مدل، و نوع ورودمجموعه

را مطرح  یدیکل ییهاپرسش پژوهشگران احساسات روشن کند.

 لیداده بر تحلمجموعه یهایژگیو ریتأث نکهیاند، از جمله اکرده

در  یچه نقش RNNو  CNN یاحساسات چگونه است؟ ساختارها

 تواندیم یاحساسات دارند؟ و چگونه نوع ورود یبندبهبود طبقه

 ها،شپرس نیمنظور پاسخ به اها را ارتقا بخشد؟ بهعملکرد مدل

 کیساده با  CNNاند که شامل شده شیهشت مدل مختلف آزما

 هیلا 09با  قیعم اریبس CNNو  ه،یلانه CNNکانولوشنال،  هیلا

، LSTM ،یاهیپا RNNشامل  RNN یهامدل نیهستند. همچن

GRUدوطرفه  یها، و نسخهLSTM  وGRU  که قادر به پردازش

 یاند. تمامگرفته قرار یاطلاعات از هر دو جهت هستند، مورد بررس

 جیانت اند.شده یابیسطح کلمه و کاراکتر ارز یهایها با ورودمدل نیا

به  یآموزش یهاحجم داده شیپژوهش نشان داده است که افزا نیا

، RNN یها. مدلشودیها منجر متوجه عملکرد مدلبهبود قابل

ت به نسب یسطح کلمه، در اکثر موارد عملکرد بهتر یبا ورود ژهیوبه

CNN دوطرفه  یهاها، نسخهمدل نیا انیاند. در منشان دادهLSTM 

 یبا ورود CNNحال،  نیاند. با ارا ارائه داده جیانت نیبهتر GRUو 

 تر،قیعم یدر ساختارها ژهیوموارد، به یسطح کاراکتر در برخ

 ینقاط قوت متعدد یپژوهش دارا نیا داشته است. یعملکرد بهتر

 41، استفاده از RNNو  CNN یهاجامع مدل یه بررساست، از جمل

و ارائه  ،یریپذمیتعم تیقابل نیتضم یداده متنوع برامجموعه

 احساسات. لیمناسب تحل یهاانتخاب مدل یبرا یعمل ییهانشیب

ن مطالعه یمثال، ا یوجود دارد. برا زین ییهاتیوجود، محدود نیبا ا

اند که از ابتدا آموزش داده شده یکلمه و کاراکتر یتنها از بردارها

را در  BERTمانند  دهیدآموزش شیاز پ یاستفاده کرده و بردارها

 ریو تأث RNNو  CNN یهامدل بیترک ن،ینظر نگرفته است. همچن

رد بر عملک ییو معنا ینحو یساختارها ریخاص نظ یزبان یهایژگیو

 نشده است. یرسها برمدل

ر پژوهشی جامع به توسعه و ارزیابی د  نینگ ژینگ و همکاران

ای برای تحلیل احساسات در نظرات یک مدل یادگیری چندوظیفه

کاربران درباره کالاهای مختلف پرداختند. این پژوهش با هدف ایجاد 

های محلی و جهانی متن را به طور همزمان مدلی که بتواند ویژگی

2 Categorical Crossentropy 



 Transformer-BiLSTM-CNNو  یااز رمزگذار خودکار پشته یبیبراساس ترک یاحساسات در متن فارس لیبهبود تحل

 

ب ی، از ترکیو مؤثر ترکیب کند، طراحی شده است. در مدل پیشنهاد

CNN های محلی وبرای استخراج ویژگی چندمقیاسی LSTM  برای

ای و جهانی استفاده شده است. این دو های دنبالهشناسایی ویژگی

ادغام  Fusion-Net ای موسوم بهدسته ویژگی در نهایت در لایه

یکی از . اند تا نمایش یکپارچه و جامعی از متن به دست آیدشده

ست ای اکلیدی این مدل، استفاده از یادگیری چندوظیفههای ویژگی

ا های کلی رکه در آن، یک رمزگذار مشترک وظیفه استخراج ویژگی

در حالی که رمزگذارهای خصوصی برای استخراج  ؛بر عهده دارد

روند. علاوه بر این، مکانیزم های خاص هر نوع کالا به کار میویژگی

تعبیه شده است تا از استقلال  در ساختار مدل 4یادگیری خصمانه

های مشترک از نوع کالا اطمینان حاصل شود و تداخل ویژگی

ایج نت. های مشترک و خصوصی به حداقل برسداطلاعات میان ویژگی

با دستیابی  MTL-MSCNN-LSTM این پژوهش نشان داد که مدل

عملکرد  820711معادل  F1امتیاز  درصد و 07211به دقت 

های سنتی نظیر رگرسیون لجستیک، مقایسه با روشتوجهی در قابل

SVM ها همچنین نشان داد و جنگل تصادفی داشته است. این یافته

طور معناداری عملکرد مدل را نسبت ای بهکه یادگیری چندوظیفه

حلی های مای بهبود داده است. ترکیب ویژگیوظیفهبه یادگیری تک

بسزایی در افزایش دقت  نیز تأثیر Fusion-Net و جهانی از طریق

هایی نیز با این حال، این مدل با محدودیت. مدل داشته است

روست. از جمله این که ساختار پیچیده آن نیازمند منابع روبه

های سنتی است و زمان آموزش محاسباتی بیشتری نسبت به روش

ها یابد. علاوه بر این، آزمایشتوجهی افزایش میمدل نیز به طور قابل

های مربوط به نظرات کاربران درباره کالاها انجام شده و ها بر دادهتن

 . ها بررسی نشده استکارایی مدل در سایر حوزه

های [ در پژوهشی تلاش کردند تا چالش08زنگ و همکاران ] رونگ

؛ برطرف کنندرا  0ایبندی احساسات بین دامنهمربوط به طبقه

 هایو معنایی میان دامنههای ساختاری ناشی از تفاوتمشکلی که 

و  CNN ها روشی ترکیبی مبتنی بربه این منظور، آن .مختلف است

زمان طور همطراحی کردند که قادر است به یادگیری گسترده

های خاص هر دامنه را ها و ویژگیهای مشترک میان دامنهویژگی

بندی استخراج کند. این رویکرد باعث شد که عملکرد طبقه

های مختلف بهبود یابد. علاوه بر این، از ابزارهایی دامنه احساسات در

برای کاهش اختلاف توزیع ( MMD) 1نیانگیحداکثر اختلاف م نظیر

های محدود برداری بهینه از دادهبرای بهره Co-Training ها وداده

مدل . شده در دامنه هدف استفاده شده استگذاریبرچسب

                                                 
1 Adversarial Learning 
2 Cross-Domain Emotion Classification 
3 Maximum Mean Discrepancy 

، یادگیری گسترده و CNN ترکیبها توانست از طریق پیشنهادی آن

های محلی و الگوهای معنایی عمیقی از متن استخراج کند. ویژگی

عنوان ابزار بازنمایی معنایی عمیق، قدرت به BERT گیری ازبهره

های پیچیده افزایش داد. در همین راستا، مدل را در درک متن

MMD ها، ای و انتقال دانش میان دامنهنیز با کاهش شکاف دامنه

های دامنه هدف بهبود بخشید. در توانایی مدل را در انطباق با داده

های محدود برداری بهتر از دادهامکان بهره Co-Trainingنهایت، 

با این . دامنه هدف را فراهم آورد و به بهبود دقت مدل کمک کرد

هایی همراه بوده است. نیاز به وجود، این پژوهش نیز با محدودیت

شده در دامنه گذاریهای برچسبسباتی بالا و کمبود دادهمنابع محا

های اصلی مدل پیشنهادی هستند. علاوه بر این، هدف از چالش

های طولانی و های زبانی و محدودیت در پردازش متنپیچیدگی

  پیچیده، گاهی منجر به کاهش عملکرد مدل شده است.

ف توسعه [ پژوهشی با هد04محمدرضا فیضی درخشی و همکاران ]

اند که مدلی نوآورانه برای تحلیل احساسات چندوجهی انجام داده

های متنی و تصویری، زمان از ویژگیگیری همتلاش دارد با بهره

بندی احساسات را بهبود بخشد. روش پیشنهادی آنان دقت در طبقه

محور طراحی شده است تا تعامل مؤثر های عمیق توجهبر پایه شبکه

تری نوع ویژگی را تقویت کرده و بازنمایی معنایی عمیقمیان این دو 

مدل  های تفسیرپذیر مانندها ارائه دهد. علاوه بر این، از روشاز داده

ستفاده شده ا (LIME) 1کیآگنوست یحیمدل توض -یمحل یریتفس

درک باشد، امری که تا تصمیمات مدل برای کاربران شفاف و قابل

بی های عصاین مدل از شبکه. کندمیبه اعتماد بیشتر به مدل کمک 

های برای استخراج ویژگی (DMVAN) 1عمیق چندوجهیتوجه 

گیرد. تصویری و متنی از چندین سطح و دیدگاه بهره می

ا ههای توجه چندوجهی در این مدل، تعامل میان این ویژگیمکانیزم

 اویرهای احساسی تصای که بتوان ویژگیبخشند، به گونهرا بهبود می

ک ها در یرا با کمک متن بهتر شناسایی کرد. برای ادغام این ویژگی

های توجه ساختار جامع، از رویکرد ادغام چندوجهی همراه با مکانیزم

تری از استفاده شده است که تحلیل و بازنمایی دقیق چندسر

 5های شبکه عصبی چندلایهدهد. همچنین، لایهاطلاعات ارائه می

(MLP) ه شده تا عمق تحلیل افزایش یابد و دقت در به مدل افزود

ه مدل دهد کنتایج این پژوهش نشان می. بندی بهبود پیدا کندطبقه

های پیشین داشته است. این پیشنهادی عملکردی بهتر از روش

 تر و تعاملهای معنایی عمیقموفقیت به دلیل استخراج بازنمایی

فزون بر این، های متنی و تصویری است. امؤثرتر میان ویژگی

4 local interpretable model-agnostic explanation model 
5 deep multi-view attentive network 
6 multi-layer perceptron 
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تر تصمیمات به تحلیل شفاف LIME گیری از روش تفسیرپذیربهره

مدل کمک کرده است، که این امر باعث افزایش اعتماد به کاربرد 

نیاز به منابع محاسباتی قوی و کمبود  با این حال،. شودآن می

شده برای تحلیل احساسات چندوجهی از گذاریهای برچسبداده

های هستند. همچنین، پیچیدگی پژوهشصلی های اجمله چالش

ر تر، از دیگتر و پیچیدههای طولانیزبانی و دشواری در پردازش متن

  روند.های موجود به شمار میمحدودیت

 یمعرف AEC-LSTMبا نام  نینو ی[ مدل0هوانگ و همکاران ] انیفال

 شده یطراح یاحساسات متن لیمنظور بهبود تحلاند که بهکرده

و  ،یجانیتوجه، هوش ه یهازمیمکان بیمدل با ترک نیاست. ا

مؤثر در  یتوانسته است گام CNNو  LSTM یعصب یهاشبکه

. نقطه تمرکز برداردمتن  یاحساس یهایژگیو لیاستخراج و تحل

 ندیفرآ تیتقو یبرا یجانیاز هوش ه یریگمدل، بهره نیا یاصل

بر  یتوجه مبتن زمیاز مکانو استفاده  یاحساس یهایژگیو یریادگی

 زم،یمکان نیپنهان متن است. ا ییبازنما یهاوزن میتنظ یموضوع برا

و  ترقیدق یمرتبط با موضوع را به شکل یاحساس یهایژگیو

نسخه  کی، AEC-LSTMمدل  در .کندیاستخراج م ترهدفمند

را به طور  یجانیکار گرفته شده که هوش هبه LSTMاز  شرفتهیپ

 نی. اکندیم لیدخ یاطلاعات احساس یریادگی ندیدر فرآ میمستق

 جانیه زنندهنیو تخم جانیبر ه یماژول مبتن کیکار با استفاده از 

. دبخشیرا بهبود م یاحساس یهایژگیو یریادگیکه  شودیانجام م

بر موضوع به مدل امکان  یتوجه مبتن زمیراستا، مکان نیدر هم

و  رتقیدق یهاییتا با تمرکز بر موضوعات خاص متن، بازنما دهدیم

استخراج  یبرا CNN ن،یاز احساسات ارائه دهد. علاوه بر ا یتریغن

، LSTMها با آن بیاند و ترکشده یمتن طراح یمحل یهایژگیو

صورت را به یمحل یهایژگیبلندمدت و و یهایوابستگ لیامکان تحل

 یشده بر روانجام یهاشیآزما جینتا زمان فراهم کرده است.هم

و  IMDB ،Yelp2014 ،JDReviewمانند  یواقع یهامجموعه داده

SinaWeibo که مدل  دهدینشان مAEC-LSTM با  سهیدر مقا

مدل به لطف استفاده از  نیدارد. ا یعملکرد بهتر نیشیپ یهاروش

 هاحساسات را ب یبنددقت طبقه ،یجانیتوجه و هوش ه یهازمیمکان

 یاهیتوانمند بیترک ن،یداده است. همچن شیافزا یتوجهطور قابل

LSTM  وCNNلیتحل یقدرتمند برا یمدل را به ابزار نی، ا 

 ییهاتیمدل با محدود نیحال، ا نیا با کرده است. لیاحساسات تبد

 یهاادهبه د یبالا و وابستگ یبه منابع محاسبات ازیمواجه است. ن زین

. شودیآن محسوب م یاصل یهااز جمله چالش شدهیگذاربرچسب

ن زما شیمنجر به افزا تواندیمدل م یساختار یدگیچیپ ن،یهمچن

                                                 
1 variable convolution and pooling convolution neural network 

  شود. ینیبشیآموزش و پ

شبکه  [ در این پژوهش مدلی جدید با نام1مین دونگ و همکاران ]

معرفی ( VCPCNN) 4و ادغام کانولوشن ریکانولوشن متغ یعصب

بندی احساسات متنی طراحی منظور بهبود دقت طبقهکه بهاند کرده

 امادغو  کانولوشنسازی فرآیندهای شده است. هدف این مدل، بهینه

های ای است که بر محدودیتهای پیشرفتهبا استفاده از معماری

 VCPCNNکنند. در این راستا، مدلغلبه می TextCNN موجود در

ن میانگی ادغامهای از روش کیبیی متغیر و ترکانولوشنهای از لایه

های احساسی متن را با دقت بیشتری برد تا ویژگیو حداکثر بهره می

استخراج کند. این تغییرات ساختاری، امکان حفظ اطلاعات جزئی 

کنند و به بهبود شده را فراهم میهای استخراجو حیاتی در بازنمایی

 پژوهش، عملکرددر این . اندتوجه عملکرد مدل منجر شدهقابل

VCPCNN های دیگری مانندبا مدل TextCNN ،MVCNN ،

RCNN و BiLSTM آمده حاکی از دستمقایسه شده است. نتایج به

در چهار  TextCNN درصد نسبت به 4297بهبود عملکردی معادل 

های مجموعه داده متفاوت است. همچنین، در تحلیل داده

دقت بیشتری نسبت  توانسته است  VCPCNNای چینی، چنددسته

های پیچیده های پیشین ارائه دهد و سازگاری بهتری با دادهبه مدل

های متنوع نشان دهد. این موفقیت، توانایی بالای مدل بندیو دسته

وضوح نشان های حساس و مهم متن را بهدر شناسایی ویژگی

 زهایی نیز اشاره دارد. یکی ابا این حال، مقاله به محدودیت .دهدمی

های در استخراج مناسب ویژگی TextCNN ها، ضعفاین محدودیت

یز های مشابه نتعبیه کلمات است، که این مشکل در بسیاری از مدل

های موجود اغلب شود. نویسندگان بر این باورند که مدلدیده می

ه گیرند و نیاز باطلاعات مربوط به ابعاد تعبیه کلمات را نادیده می

 .نه کاملاً محسوس استبهبود در این زمی

[ در پژوهش خود مدلی ترکیبی برای 00ژو لیانگ لنگ و همکاران ]

های اند که از ترکیب شبکهبهبود تحلیل احساسات متنی ارائه کرده

 یخودتوجه با مکانیزم BiGRU و BiLSTM عصبی بازگشتی نظیر

برد. هدف این مدل، تقویت بازنمایی بهره می 0شده تیچند سر تقو

ها و بهبود دقت و عملکرد در تحلیل احساسات است. یی متنمعنا

به بازتولید اطلاعات رمزگذار خودکار  همچنین، استفاده از ساختار

 یهخودتوج مکانیزم. کندبندی کمک میمتنی و ارتقای دقت طبقه

 که از ساختار ؛نقش کلیدی در این مدل دارد شده تیچند سر تقو

Transformer  این مکانیزم با حذف عملیات  .استالهام گرفته شده

بر تعاملات معنایی بین کلمات  ،خورشیپ هایکردن و لایهماسک

تری ارائه تر و معناییهای دقیقتمرکز بیشتری دارد و بازنمایی

2 Enhanced Multi-Head Self-Attention 



 Transformer-BiLSTM-CNNو  یااز رمزگذار خودکار پشته یبیبراساس ترک یاحساسات در متن فارس لیبهبود تحل

 

های عنوان لایهبه BiGRU و BiLSTMدهد. در همین راستا، می

بازنمایی های زمانی و به استخراج وابستگی ،رمزگشاو  رمزگذار

در  BERT کنند. همچنین، استفاده ازهای عمیق کمک میویژگی

هایی با ، موجب تولید جاسازیWord2Vec پردازش به جایپیش

نتایج این پژوهش نشان داده است که . دقت معنایی بالاتر شده است

 4شرفتهیچند سر پ یو خودتوجه یدیبریه RNN مدل

(HRNaEMSA )ر های پایه نظینسبت به روشText-CNN ،

Attention-LSTM وRCNN   ،0صحتدر معیارهایی مانند دقت ،

 طور خاص، مکانیزمعملکرد بهتری دارد. به F1امتیاز  و 1یادآوری

های تر ویژگیبه بازنمایی دقیق شده تیچند سر تقو یخودتوجه

ها بندی کمک کرده است. بررسیاحساسی متن و افزایش دقت طبقه

از نظر  BiGRU در مقایسه با BiLSTM همچنین نشان داده که

از لحاظ سرعت و کاهش تعداد پارامترها  BiGRU دقت برتر است، اما

در  BERT گیری ازعملکرد بهتری دارد. علاوه بر این، بهره

 رهای پایه مبتنی بتوجهی نسبت به مدلپردازش، برتری قابلپیش

BERT با وجود این دستاوردها، مدل. ایجاد کرده است 

HRNaEMSA رو است. این مدل تنها بر هایی نیز روبهبا محدودیت

آزمایش شده و نیاز به  SST-2 و IMDB روی دو مجموعه داده

تر دارد. علاوه بر این، تر و متنوعهای بزرگارزیابی در مجموعه داده

پیچیدگی مدل و تعداد بالای پارامترها منجر به افزایش زمان 

کردن همچنان نیازمند های ماسکمشود و مکانیزمحاسباتی می

 . سازی بیشتری هستندبهینه

 ی[ در پژوهش خود روش01رعنا و همکاران ] دیمحمد رضوان رش

 شرفتهیپ یهااند که از مدلارائه کرده ABSA یو نوآورانه برا یبیترک

 RoBERTa ،CNN بیروش از ترک نی. ابردیبهره م قیعم یریادگی

 یبندو طبقه هایژگیاستخراج و یبرا BiLSTMو  یبعدتک 

 نیا ی. هدف اصلکندیاحساسات در نظرات کاربران استفاده م

احساسات در نظرات کوتاه و  لیتحل ییبهبود دقت و کارا کرد،یرو

 یبرا RoBERTaپژوهش، مدل  نیا در است. افتهیرساختاریغ

ه کار ب هیتعب یبردارها جادیو ا شرفتهیپ یمتن یهایژگیاستخراج و

 ییشناسا یبرای بعدتک  CNNگرفته شده است. سپس، 

 یهایدرک وابستگ یبرا BiLSTMدر متن و  یمحل یهایوابستگ

احساسات استفاده شده  یبندمنظور طبقهو بلندمدت به یمتوال

 شرفتهیپ یهایژگیقدرت استخراج و ،یشنهادیپ یبی. روش ترکستا

 ییدر شناسا یدبعتک  CNN ییرا با توانا RoBERTaتوسط 

روابط بلندمدت  لیدر تحل BiLSTM تیو قابل یمحل یالگوها

پژوهش نشان داده است که مدل  نیا جینتا .کندیم بیترک

                                                 
1 Hybrid RNN and Enhanced Multi- Head Self-Attention 
2 Precision 

درصد در سه مجموعه داده استاندارد  90211با دقت  یشنهادیپ

 یابیارز Bo Pang and Lillian Leeو  Hu and Liu ،SemEvalشامل 

-BERTموجود مانند  یهانسبت به روش یشده و عملکرد بهتر

ADA ،MGAN  وLMIAN لیدر تحل ژهیومدل به نیداشته است. ا 

از خود نشان داده  یعملکرد موفق افتهیرساختاریکوتاه و غ نظرات

متن و  ترقیدق ییدرک معنا یبرا RoBERTaاست. استفاده از 

 یریرپذی، دقت و تفسBiLSTM ی وبعدتک  CNN آن با بیترک

دل حال، م نیا با است. دهیبهبود بخش یطور قابل توجهرا به جینتا

 لیمثال، در تحل یمواجه است. برا زین ییهاتیبا محدود یشنهادیپ

متعدد، دقت مدل  یهاجنبه ینظرات دارا ای دهیچیپ اریبس یهاداده

منابع  ازمندیآموزش مدل ن ن،ی. همچنابدیممکن است کاهش 

ع مناب تیمحدود طیاست که ممکن است در شرا ییبالا یمحاسبات

  ل شود.یبه چالش تبد

و  ی[ در پژوهش خود به بررس01] میحک یو مزال وسرای دایبوآس

 یهااحساسات در پلتفرم لیتحل یبرا یبیترک یهاتوسعه مدل

بود به ق،یتحق نیا یاند. هدف اصلپرداخته ترییتو رینظ یاجتماع

و  Transformer یهامدل بیترک قیاحساسات از طر لیتحل

پژوهش تلاش  نی. استبوده ا BiLSTMمانند  یادنباله یهامدل

در درک  Transformer یهامدل یهاییتوانا انیکرده تا شکاف م

در پردازش  یادنباله یهامتن و نقاط قوت مدل یمفهوم

 یبیمطالعه، سه مدل ترک نیا در را پر کند. یزمان یهایوابستگ

که از  RoBERTa-CNN-BiLSTMده است: ش یمعرف دیجد

RoBERTa م،یاستخراج مفاه یبرا CNN یهایژگیاستخراج و یبرا 

 رد؛بیبهره م یادنباله یهایپردازش وابستگ یبرا BiLSTMو  یمحل

BERT-BiLSTM بیکه ترک BERT یمفهوم یهاهیتعب جادیا یبرا 

 DistilBERT-BiLSTMاست؛ و  یادنباله لیتحل یابر BiLSTMو 

به کاهش منابع  BiLSTMو  BERTتر که با استفاده از نسخه سبک

پژوهش با  نیا یهادقت پرداخته است. داده شیو افزا یمحاسبات

با  تییتو ونیلیم 425، شامل Sentiment140 یمجموعه

 ییهاپردازششیاند و پشده یابیارز ،یمثبت و منف یهابرچسب

متن به  لیخاص و تبد یف کاراکترهاحذ ،یسازمانند توکن

نشان  جینتا انجام گرفته است. زین Transformerمدل  یهاهیتعب

درصد و  04با دقت  DistilBERT-BiLSTMاند که مدل داده

 نی، بهتردرصد 08و  00 بیبه ترت یادآوریو  صحت یارهایمع

-RoBERTaو  BERT-BiLSTM یهاعملکرد را داشته است. مدل

CNN-BiLSTM درصد را ارائه  77و  79 یهادقت بیبه ترت زین

 یبیترک یهابهبود قابل توجه مدل هدهندنشان هاافتهی نیاند. اداده

3 Recall 
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 از .هستند ترییاحساسات تو لیدر تحل یسنت یهانسبت به روش

 Transformer یهاتیقابل بیبه ترک توانیم قیتحق نینقاط قوت ا

 یتر براسبک یعنوان مدلبه DistilBERT، استفاده از BiLSTMو 

ر احساسات د لیو بهبود دقت تحل یبه منابع محاسبات ازیکاهش ن

 نیحال، ا نیاشاره کرد. با ا افتهیرساختاریو غ دهیچیپ یهاداده

 یها تنها بر رومثال، مدل یدارد؛ برا زین ییهاتیپژوهش محدود

 یا بر رواند و عملکرد آنهشده یابیارز Sentiment140مجموعه داده 

 یمنابع محاسبات ن،یاست. همچن یبررس ازمندین گرید یهاداده

پژوهش  نیا است. ازیها نآموزش مدل یبرا یینسبتاً بالا

 تر،هدیچیچندزبانه و پ یهاداده لیبه تحل ازیمانند ن یهایمحدودیت

 و ،یاحساسات در زمان واقع لیتحل یبرا یبیترک یهاتوسعه مدل

را  دهیچیمتعدد و پ یهابا جنبه یهاداده یها برامدل یارتقا

  کرده است. ییشناسا

ل تمرکز بر تحلی در نظر گرفتن تحقیقات پیشین و پژوهش ما با

های موجود، احساسات در زبان فارسی، با هدف رفع محدودیت

بع منای را برای تحلیل احساسات در شرایط کمکاربردهای گسترده

، فراهم الخط مشابها رسمب عربی زبان های دیگر، از جملهو زبان

های ای از توضیحات عملکرد مدلخلاصه ،4جدول. کندمی

دهد.پیشنهادی در پیشینه را ارائه می

 های پیشینخلاصه ارزیابی پژوهش 4جدول 

افراد مرتبط 

 به مدل
 مدل عملکرد مدل و معایب مزایاتوضیحات،  نام مدل

 و دیواح یفضل

 [40همکاران ]
SAE- LSTM 

 یریادگی یهادرصد را ثبت کرد که بهتر از مدل 07درصد آزمون،  48درصد آموزش و  98با نسبت  یبی: دقت مدل ترکایمزا

 ساده است. قیعم

 .ردیگیم دهیرا ناد ییدوسوگرا ای یطرفیکه ب یاچند طبقه یبندطبقه ی: عدم بررسبیمعا

 %07 دقت

 شوکلا گانکیمر

کومار  لیو آخ

[5] 

Transformer-

BiLSTM-

CNN 

رمزگذار  هی،  استفاده از لاCNNو  LSTM ،BiLSTMساده مانند  یهادقت بالاتر و عملکرد بهتر نسبت به مدل :ایمزا

Transformer دهدیم شیدرصد افزا 1 یال 0، دقت را تا. 

 .دهدینم یچندان شیرا افزا CNN، دقت مدل BiLSTMو  CNN بیمدل،  ترک یبالا یدگیچی: پبیمعا

 %09281 دقت

تام و  نیسکر

 [4همکاران ]
ConvBiLSTM 

 هیبا تعب CNN-LSTMو  CNN ،LSTM ،Bi-LSTM یساده یهااحساسات نسبت به مدل یبندبهبود عملکرد طبقه

 Word2Vec یکلمه

 .ستندین یواقع یایبه دن میاند که قابل تعممورد استفاده محدود بوده یها: دادهبیمعا

 %91241 دقت

و  قیشف

 [41همکاران ]
AraBERT-

CRF 

سافت بهتر از  یبنددر طبقه CRFبا  E2E-ABSA ،AraBERT یبرا AraBERTمدل  یپارامترها می: بعد از تنظایمزا

 کند.یعمل م مکس

 یبرا یترو متنوع شتریب یداده آموزش ازمندی، نGPU یقو یهاقدرتمند از جمله پردازنده یمنابع محاسبات ازمندی: نبیمعا

 .کندیم تردهیچیجستجو را بزرگتر و پ یفضا CRF. استفاده از نهیبه عملکرد به دنیرس

 %90211 دقت

 F1امتیاز 

97270% 

 نیمحمد الجبر

و همکاران 

[41] 

MFOHDL-
SA 

-CNNو  MFO تمیالگور بیاست. ترک افتهیبهبود  CNNو  SVM ،XGBoost یکردهاینسبت به رو یشنهادی: مدل پایمزا

LSTM شد. یبنددقت طبقه شیباعث افزا 

 زیبرانگچالش یسازادهیو پ MFO  تمیبودن الگور دهیچی: پبیمعا

 %91289 دقت

 F1امتیاز 

90250% 

کاروالو و  زابلیا

 [41همکاران ]
BERTimbau 

با  شتریب بافتساده،  در نظر گرفتن  RNNو   ناییو بیز، SVM یهااحساسات نسبت به مدل یبندبالاتر در طبقه: دقت ایمزا

 CRFاستفاده از 

نسبت  یترشیب یتعداد پارامترها میبه تنظ ازیتر، نساده یهاو زمان آموزش بالاتر نسبت به مدل یمحاسبات یدگیچی: پبیمعا

 .هااز حد طول جمله شیب شیعملکرد با افزا، افت زیب وییناو  SVMبه 

 F1 01%امتیاز 

لانگ تن  انیک

و همکاران 

[45] 

ensemble 
hybrid 

RoBERTa-

LSTM 
(Majority) 

-RoBERTaمجموعه موجب بهبود عملکرد، نسبت به  یهاکیو استفاده از تکن قیعم یریادگیمدل  نیچند بی: ترکایمزا

LSTM .شد 

 یمدل تک کینسبت به  شتریب یدگیچی: پبیمعا

 %9129 دقت

لانگ تن  انیک

و همکاران 

[47] 

RoBERTa-

LSTM 

 شود. یم یدنباله دار در جملات طولان یمعنا یریادگیموجب  LSTM: استفاده از ایمزا

اند و قرار نگرفته یمورد بررس GRUو  BiLSTM رینظ یتوال یهامدل ریمورد استفاده قرار گرفت، سا LSTM: تنها بیمعا

 ثبت کرد. ینسبت به مدل مجموعه ا یتر فیعملکرد ضع ،یمدل تک نیا

 %90295 دقت

 F1 91%امتیاز 

 لهانیمهمت و ا

[0] 

M-Hybrid 
، CNN بی)ترک

LSTM ،

BiLSTM و  

GRU) 

 دقت مدل نیهمچن بخشد،یاحساسات را بهبود م یبندعملکرد طبقه قیعم یریادگی یهابا مدل هاهیتعب بی: ترکایمزا

 بالاتر بود. CNN ،LSTM  ،BiLSTM هیپا یهااز مدل یشنهادیپ

 تیاهم یدارا یاز نظر احساس دهایصفت ها و ق  ست،یبزرگ ن یلیمطالعه خ نیمورد استفاده در ا یها: مجموعه دادهبیمعا

 ها دارند.نسبت به اسم یشتریب

 %00241 دقت
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افراد مرتبط 

 به مدل
 مدل عملکرد مدل و معایب مزایاتوضیحات،  نام مدل

سئونگ وان سو 

و همکاران 

[40] 

Bi-LSTM 

with word-

level inputs 

از  نانیاطم یمجموعه داده مختلف برا 41استفاده از  .یبا دو نوع ورود RNNو  CNNمختلف  یهاجامع مدل یبررس مزایا:

 . میقابل تعم جینتا

 دهیآموزش د شیاز پ یاند و عدم استفاده از بردارهاکلمه و کاراکتر که از ابتدا آموزش داده شده یاستفاده از بردارهامعایب: 

 .یبیترک یمعمار کیدر  RNNو  CNN یهامدل بیترک ریتأث یعدم بررس .BERTمانند 

AUROC 
(8259 - 8290) 

 و نگیژ نگین

 [49همکاران ]

MTL-

MSCNN-

LSTM 

 به طور همزمان. یو جهان یمحل یهایژگیاحساسات با استفاده از استخراج و یبندبهبود دقت طبقه مزایا:

زمان  دارد. ناییو بیزو  SVMمانند  یسنت یهانسبت به روش یشتریب یبه منابع محاسبات ازین یشنهادیمدل پ  معایب:

  است. شتریب قیعم یهاساختار شبکه یدگیچیپ لیآموزش مدل به دل

 %07211 دقت

 F1امتیاز 

07211% 

زنگ و  رونگ

 [08همکاران ]

CBL  ( CNN-

Broad learnig) 

ت احساسا یبندبهبود عملکرد طبقه ها.دامنه نیو بهبود انتقال دانش ب یاکاهش شکاف دامنه یبرا MMDاستفاده از  مزایا:

 .Co-Trainingمختلف با استفاده از  یهادر دامنه

شده در دامنه هدف.  یگذاربرچسب یهاداده کمبود .یبیترک یهاآموزش مدل یبرا یقو یبه منابع محاسبات ازینمعایب: 

 بگذارد. ریخاص که ممکن است بر عملکرد مدل تأث یزبان یهایدگیچیپ

 %05214 دقت

محمدرضا 

 یدرخش یضیف

و همکاران 

[04] 

DMVAN 

جه تو یهازمیاستفاده از مکان احساسات. یبندبهبود طبقه یبرا یریو تصو یمتن یهایژگیهوشمندانه و بیرکمزایا: ت

 .یصیو تشخ یاحساس یهایژگیاستخراج و یبرا یچندوجه

 لیتحل یشده برا یگذاربرچسب یها. کمبود دادهیبیترک یهاآموزش مدل یبرا یقو یبه منابع محاسبات ازینمعایب: 

 بگذارد. ریخاص که ممکن است بر عملکرد مدل تأث یزبان یهایدگیچی. پیچندوجه احساسات

 %992084دقت 

هوانگ و  انیفال

 [0همکاران ]
AEC-LSTM 

 بر موضوع که به مدل کمک یتوجه مبتن زمیمکان .یاحساس یهایژگیو یریادگیبهبود  یبرا یجانیاستفاده از هوش همزایا: 

مدل هم  شودیکه باعث م CNNو  LSTM بیترک مرتبط با موضوع را بهتر استخراج کند. یاحساس یهایژگیتا و کندیم

 بلندمدت را استخراج کند. یهایو هم وابستگ یمحل یهایژگیو

موزش آ یبرا شدهیگذاربرچسب یهابه داده یوابستگ .یبیترک یهاآموزش مدل یبالا برا یبه منابع محاسبات ازینمعایب: 

 شود. ینیبشیزمان آموزش و پ شیمدل که ممکن است باعث افزا یدگیچیپ مدل.

 %90295دقت 

 F1 91%امتیاز 

دونگ و  نیم

 [1همکاران ]
VCPCNN 

 VCPCNN را در چهار مجموعه داده مختلف نشان داد. TextCNNنسبت به مدل  %4297بهبود  VCPCNN مدلمزایا: 

 است. داشته نیشیپ یهانسبت به مدل یعملکرد بهتر ینیچ یاچنددسته یهادر مجموعه داده

مقاله  نیا پوشش داده نشده است. یکلمات به خوب هیتعب یهایژگیدر استخراج و TextCNNمدل  یهاتمحدودیمعایب: 

 .رندیگیم دهیکلمات را ناد هیتعب یهایژگیموجود اغلب و یهاکه مدل دهدینشان م

 %00دقت 

 لنگ و انگیژو ل

 [00همکاران ]
HRNaEMSA 
(BiLSTM) 

 احساسات. لیبهبود دقت و عملکرد مدل در تحل .یاطلاعات متن دیبازتول یبرا autoencoderاستفاده از ساختار مزایا: 

 یراب تواندیو تعداد پارامترها م یزمان محاسبات کردن دارد.ماسک یهازمیبه بهبود در استفاده از مکان ازیهنوز نمدل معایب:  

  تر.تر و متنوعداده بزرگ یهامجموعه یمدل بر رو شیبه آزما ازین شود. لیتر به چالش تبدبزرگ یهامدل

 %0721دقت 

 %0721صحت 

 %0721یادآوری 

 F1امتیاز 

0721% 

محمد رضوان 

رعنا و  دیرش

 [01همکاران ]

RoBERTa-

1D-CNN-
BiLSTM 

و  یک بعدی CNN بیترک متن. ییو بهبود درک معنا شرفتهیپ یهایژگیاستخراج و یبرا RoBERTaاستفاده از مزایا: 

BiLSTM وتاه نظرات ک لیمدل در تحل تیقابل احساسات. یبندو بلندمدت و بهبود طبقه یمحل یهایژگیاستخراج و یبرا

 .افتهیرساختاریو غ

متعدد دچار کاهش دقت  یهانظرات با جنبه ای دهیچیپ اریبس یهاممکن است در مواجهه با داده یشنهادیمدل پمعایب: 

 .یبیترک یهاآموزش مدل یبالا برا یبه منابع محاسبات ازین شود.

 %90211دقت 

 F1امتیاز 

94214% 

و  وسرای دایبوآس

 میحک یمزال

[01] 

DistilBERT-

BiLSTM 

به  DistilBERTاستفاده از  احساسات. لیبهبود تحل یبرا یادنباله یهاو مدل Transformer یهاتیقابل بیترکمزایا: 

 و دهیچیپ یهااحساسات در داده لیبهبود دقت در تحل دارد. ازین یکمتر یتر که منابع محاسباتمدل سبک کیعنوان 

 .ترییتو افتهیرساختاریغ

عملکرد  گرید یهاشدند و ممکن است در داده یابی( ارزSentiment140مجموعه داده ) کی یها تنها بر رومدلمعایب: 

 .یبیترک یهاآموزش مدل ینسبتاً بالا برا یبه منابع محاسبات ازین داشته باشند. یمتفاوت

 %04دقت 

 %00صحت 

 %08یادآوری 

 F1 04%امتیاز 

 روش تحقیق -1

در این بخش کارهای انجام شده در این پژوهش به طور مفصل شرح 

 .داده شده است

  ParsBERTها با استفاده از پردازش دادهشیپ -1-4

 نیماش یریادگی ندیدر فرآ یاتیح یاها مرحلهداده پردازششیپ

د این فراین دارد. ییبر عملکرد مدل نها یمیمستق ریاست که تأث

 یها را از حالت خام به قالباست که داده اتیاز عمل یامجموعهشامل 

طور جامع به ندیفرآ نیا .کندیم لیتبد یسازمدل یمناسب برا

به  نیماش یریادگی یهاآموزش مدل یبرا اهتا داده شوندیانجام م

به حداکثر  یینحو آماده شوند و دقت و عملکرد مدل نها نیبهتر

 یها پاکسازو صحت آن تیفیاز ک نانیاطم یها برادادهابتدا  برسد.
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های نامعتبر، ناموجود و تکراری حذف در این مرحله داده .شوندیم

شوند. سپس با استفاده از توکنایزر هضم طول کلمات محاسبه می

شود تا نظرات بسیار کوتاه و بلند شناسایی و مدیریت شود. سپس می

 یها، تعداد نظرات مثبت و منفاز عدم توازن در داده یریجلوگ یبرا

ها به سه بخش آموزش، عتبارسنجی و در ادامه داده .شوندیبرابر م

ها از کل داده %48و  %9، %04شوند که به ترتیب آزمون تقسیم می

شوند. منظور از ها توکنایز میشوند. در نهایت دادهرا شامل می

ای از واحدهای زبانی است. سپس در ن به دنبالهتوکنایز، تبدیل مت

شوند تا مدل های عددی تبدیل میها به شناسهادامه این دنباله

ها ماسک توجه نیز ایجاد ها را پردازش کند. برای این توکنبتواند آن

های مناسب، توجه بیشتر اختصاص دهد و شود تا مدل به دادهمی

دل مکار با استفاده از  نیا تری کند.تر، توجه کمهای نامناسببه داده

که نظرات را به  شودیانجام م ParsBERT4 یپیش آموزش دیده

ار این ک .کندیم لیتبد پیشنهادی مدل یمناسب برا یقالب ورود

 .، لازم استBERTهای مبتنی بر برای مدل

  SAEبا استفاده از   استخراج ویژگی -1-2

 SAEها پس از پیش پردازش، برای استخراج ویژگی وارد مدل داده

است که به  متراکم هیمدل شامل سه لا نیدر ا رمزگذارشوند. می

 هاهیلا نیاز ا کینورون هستند. هر  400و  015، 140 یدارا بیترت

که به مدل کمک  کنندیاستفاده م ReLU0 یسازاز تابع فعال

بخش  در .ردیبگ ادیرا  هایژگیو نیب یرخطیتا روابط غ کندیم

، 015 یدارا بیقرار دارند که به ترت گرید متراکم هیرمزگشا، سه لا

 ReLU یسازبخش، از توابع فعال نینورون هستند. در ا 400و  140

ن خروجی نهایی را بی دیگموئیستابع  .شودیاستفاده م 1دیگموئیو س

 یورود یهاداده یبخش بازساز نیا یفهیوظ کند.محدود می 4و  8

است که توسط بخش رمزگذار استخراج  یافشرده شده یهایژگیاز و

آموزش  یبرا .دهدرا نمایش می SAE، معماری مدل 4شکل  اند.شده

 ینهیو تابع هز Adam سازنهیابتدا مدل با استفاده از به ،SAEمدل 

از  یکی MSE .شودیم لیکامپا (MSE) 1مربعات نیانگیم یخطا

 نیاست. ا یو بازساز ونیدر مسائل رگرس نهیتوابع هز نیترمتداول

 ریشده توسط مدل و مقاد ینیبشیپ ریمقاد نیاختلاف ب زانیتابع م

 نیو هدف آن به حداقل رساندن ا کندیم یریگرا اندازه یواقع

 یروش کارآمد برا کنیز ی Adam سازنهیاختلاف است. به

 یبیاست که ترک قیعم یریادگی یهامدل یپارامترها یسازنهیبه

 را به همراه دارد. RMSPropو  AdaGrad یهاروش یایاز مزا

                                                 
1 HooshvareLab/bert-fa-base-uncased 
2 rectified linear unit 

 

 در مدل پیشنهادی SAE ساختار مدل 1شکل 

 Adam ر که به هر پارامت کندیاستفاده م یقیتطب یریادگینرخ  از

 به یژگیو نی. ادهدیمتفاوت اختصاص م یریادگینرخ  کی ،مدل

 همگرا شود. نهیتا به سرعت به سمت نقطه به کندیمدل کمک م

به مدل داده  یو اعتبارسنج یآموزش یهاآموزش، داده ندیفرآ در

له، مرح نیکند. در ا نهیخود را به یتا مدل بتواند پارامترها شوندیم

مهم  یهایژگیتا و کندیتلاش م یورود یهامدل با استفاده از داده

 نیکند. هدف از ا یرا بازساز یورود یهاخراج کرده و دادهرا است

است که توسط تابع  یبازساز یرساندن خطا حداقلبه  ند،یفرآ

از آموزش مدل، از بخش  پس .شودیم یریگاندازه MSE ینهیهز

 یاعتبارسنج ،یآموزش یهااز داده هایژگیاستخراج و یرمزگذار برا

 یبرا یبه عنوان ورود هایژگیو نی. اشودیاستفاده م یشیو آزما

. با رندیگیمورد استفاده قرار م یبعد قیعم یریادگی یهامدل

 یهاعملکرد مدل توانیفشرده شده، م یهایژگیو نیاستفاده از ا

را بهبود  CNNو  BiLSTM یعصب یهامانند شبکه قیعم یریادگی

 یهاها در مدلداده یهااستفاده از برچسب یبرادر نهایت  .دیبخش

. شوندیم لیتبد One-Hotها به فرمت برچسب نیا ق،یعم یریادگی

ه ک شودیم لیتبد ینریبردار با کیفرمت، هر برچسب به  نیدر ا

 نی. اعناصر برابر با صفر هستند هیو بق کیعنصر آن برابر با  کیتنها 

 یهاتا برچسب کندیم ککم قیعم یریادگی یهافرمت به مدل

 .انجام شود یبندو کلاسداده  صیتشخ یمختلف را به درست

 یبیبا استفاده از مدل ترک یبندبقهط -1-3
Transformer-BiLSTM-CNN 

های استخراج شده در قسمت دوم، وارد مدل در نهایت ویژگی

ی شده و وظیفه Transformer-BiLSTM-CNNترکیبی 

، BiLSTM یهااز مدل یبیبخش ترک نیاشود. بندی انجام میطبقه

CNN  کندیم یسازادهیمتن را پ یبندطبقه یبرا تبدیل کنندهو .

در کنار هم استفاده  موازیبه صورت ، CNNو  BiLSTM یهامدل

3 Sigmoid  
4 Mean Squared Error 
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 یو الگوها هایژگیتا از قدرت هر کدام در استخراج و شوندیم

معماری کلی مدل ترکیبی  .میمند شوبهره یمتن یهامختلف در داده

Transformer-BiLSTM-CNN  نمایش داده شده است 0در شکل. 

 ه استشد فیتعر بلوک تبدیل کنندهکلاس به نام  کدر این مدل ی

های متفاوت است از جمله توجه چندسر که برای که شامل لایه

شود؛ های ورودی استفاده میهای پیچیده از دادهاستخراج ویژگی

برای  L2 ونیزاسیولارو رگ ReLUلایه متراکم با فعالسازی 

 یبراسازی ی نرمال؛ لایهخورشیپ یشبکه عصب یسازادهیپ

و  شتریب یداریو باعث پا رودیبه کار م هایورود یسازنرمال

 شودیباعث م یساز. نرمالشودیم یریادگی ندیبه فرا یبخشسرعت

؛ لایه شود کیها آن اریصفر و انحراف مع هایخروج نیانگیکه م

بلوک  نیا برازش.ها برای جلوگیری از بیشنورون 4تصادفیحذف 

استخراج  یبرا یاز مدل اصل یبه عنوان بخش تبدیل کننده

، 1شکل  .شودیاستفاده م یمتن یهاسطح بالا از داده یهایژگیو

یل تبدبخش  یخروج .دهدمعماری بلوک تبدیل کننده را نمایش می

 BiLSTM. شودیوارد م CNNو  BiLSTMبه  کننده به طور موازی

است و در مدل پیشنهادی ها در داده یروابط زمان یریادگیقادر به 

ات اطلاعو  شودیاستفاده م هیدو سو یزمان یهایژگیوبرای استخراج 

. سپس از لایه کندمیرا در هر دو جهت زمان استخراج  یمتن

GlobalMaxPooling1D کاهش  یبرا هیلا نیاشود. استفاده می

 رودیبه کار م BiLSTM یمهم از خروج یهایژگیو استخراج و ابعاد

  .کندیانتخاب م یزمان یهارا در طول دنباله یژگیهر و نهیشیب و

 یهایژگیاستخراج و یبرادر مدل پیشنهادی  CNNبه طور موازی، 

شامل دو لایه کانولوشن  CNN. این شودیاستفاده م ییو فضا یمحل

است استفاده شده  4 هستهو اندازه  51 یلترهایبا تعداد فیک بعدی 

 .شوندیها استفاده مکانولوشن به داده یلترهایاعمال ف یبراکه 

 شوندیها اعمال مداده یکوچک بر رو هایهستهبه صورت  لترهایف

 سپس دو لایه .کنندیرا استخراج م یمحل یهایژگیو و

MaxPooling1D  یابراستفاده شده است که  4با اندازه هسته 

 یهاهیاستخراج شده توسط لا یهایژگیو یسازکاهش ابعاد و فشرده

 یهایخروج هیلا، Flatten هیلادرنهایت  .روندیکانولوشن به کار م

تا  کندیم لیتبد یبعد کیبردار  کیرا به  یقبل یهاهیلا یچندبعد

و  BiLSTMمعماری  متصل کرد. متراکم یهاهیها را به لابتوان آن

CNN  نمایش داده شده است 1در شکل. 

 

                                                 
1  DropOut Layer 

 

 Transformer-BiLSTM-CNN ساختار کلی مدل 2شکل 

 

Transformerساختار بلوک 3شکل 

 

 مدل BiLSTM-CNNبخشساختار  1شکل 
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 کیسپس با هم ادغام شده و به  CNNو  BiLSTM یهایخروج

 کیبه  تیو در نها شوندوارد می ReLU یسازبا فعال متراکم هیلا

 یبندطبقه ی)برا سافت مکس یسازبا فعال یخروج هیلا

متصل ( ییدودو یبندطبقه ی)برا سیگموئید ایچندکلاسه( 

و  Adam سازنهیبا استفاده از بهاین مدل ترکیبی سپس  .شوندمی

ه به طوری ک .شودیم لیمتناسب با نوع مسئله کامپا نهیتابع هز

سه چندکلا یبندطبقه یبرا یامتقاطع طبقهها از بسته به نوع داده

 سپس شود.یی استفاده میدودو یبندطبقه یبرا 4ینریو متقاطع با

، آموزش یاعتبارسنج یهاو داده یآموزش یهامدل با استفاده از داده

 یهایژگیکه از و دهدیبه مدل امکان م بیترک نیا .شودیداده م

 فیدر وظا یکند و عملکرد بهتر یبردارها بهرهمختلف داده

 ینیبشیپ یبرا دهیدمدل آموزشدر نهایت  داشته باشد. یبندطبقه

ه . بشودیها استفاده ماز کلاس کیاحتمالات تعلق هر نمونه به هر 

که  کندیم دیبردار احتمال تول کیهر نمونه  یمدل برا ب،یترت نیا

ممکن  یهااز کلاس کیبه هر  یهر نمونه با چه احتمال دهدینشان م

 نیترشیهر نمونه، ب ییبرچسب نها نییتع یبرا سپس، تعلق دارد.

عمل به مدل  نیا .شودیمقدار احتمال از بردار احتمال انتخاب م

 ار نمونهبرچسب هر  رددر مو یقطع یریگمیتا تصم دهدیامکان م

دو گام به طور مؤثر  نیا احتمال موجود انجام دهد. نیبر اساس بالاتر

جام به ان دهیدها را با استفاده از مدل آموزشنمونه یبندطبقه ندیفرآ

. سپس مدل با استفاده از معیارهای ارزیابی مناسب، رسانندیم

 .شودارزیابی می

 مدل پیشنهادی ارزیابی -6

ی متفاوت را ی دادهما با استفاده از مدل پیشنهادی، سه مجموعه

-Transformerهای مورد بررسی قرار دادیم و نتیجه را با مدل

BiLSTM-CNN [5 و ] SAE-LSTM[40و یک مدل ساده ] CNN 

ها را مشابه مدل پیشنهادی این مقایسه کردیم. برای اینکار این مدل

ها های فارسی ورودی برای این مدلهپژوهش توسعه دادیم و نیز داد

 پردازش کردیم تا نتایج درستی داشته باشیم.را به طور مشابه پیش

 معیارهای عملکرد  -6-4

است که عملکرد یک مدل یادگیری  ی، جدول0یماتریس سردرگم

کند. این ماشین را بر روی یک مجموعه داده آزمون خلاصه می

. دهدمدل را نشان می های صحیح و نادرستبینیجدول تعداد پیش

فاده است بندی کنندهطبقههای گیری عملکرد مدلمعمولاً برای اندازه

                                                 
1 Binary crossentropy 
2 confusion matrix 
3 true positive 

 ایبینی یک برچسب دستهها پیشهدف آنهایی که ؛ مدلشودمی

، این جدول نمایش داده 1در شکل برای هر نمونه ورودی است. 

 یکه به درست یشیآزما جهی: نت(TP) 1یمثبت واقع[. 0شده است ]

: (TN) 1یواقع یمنف .دهدمیمشخصه را نشان  ای تیوضع کیوجود 

 را نشان یژگیو ای طیفقدان شرا یکه به درست یشیآزما جهینت

که به اشتباه نشان  یشیآزما جهی: نت(FP) 1مثبت کاذب .دهدمی

 5کاذب یمنف .خاص وجود دارد یژگیو ای طیشرا کیدهد که می

(FN)ای شرط کیدهد که میکه به اشتباه نشان  یشیآزما جهی: نت 

امتیاز و  یادآوری، صحتدقت،  یریگاندازه .خاص وجود ندارد یژگیو

F1 شود.میمحاسبه  1شکل در  یسردرگم سیبا توجه به ماتر 

 

 [8] یباینر یبندمسئله طبقه یک یبرا یسردرگم ماتریس 5شکل 

 هابینیهای صحیح به تعداد کل پیشبینیپیشنسبت تعداد ، دقت 

 .است( 4) طبق رابطه و

(4                                       )𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

های کلاس است که به طور دقیق برای صحت، برآورد کل برچسب

تعداد بینی شده است. به عبارت دیگر، نسبت هر کلاس پیش

ها از آن بینیهای صحیح از یک کلاس به تعداد کل پیشبینیپیش

 ( بیان شده است.0گیری، که در رابطه )کلاس اندازه

(0                                                   )Precision =  
TP

TP+FP
 

های صحیح از یک کلاس به تعداد بینییادآوری، نسبت تعداد پیش

 ( آمده است.1واقعی از آن کلاس که در رابطه ) هایکل نمونه

(1                                                       )Recall =  
TP

TP+FN
 

 گیری، برای ترکیب مقادیر صحت و یادآوری در یک اندازهF1امتیاز 

است و اگر  4و  8گیری بین شود. مقدار این اندازهمیاستفاده 

4 true negative 
5 false positive 
6 false negative 



 Transformer-BiLSTM-CNNو  یااز رمزگذار خودکار پشته یبیبراساس ترک یاحساسات در متن فارس لیبهبود تحل

 

ار بندی کند، مقدها را طبقهدرستی همه نمونه بندی کننده بهطبقه

 ( آورده شده است.1در رابطه ) F1گیرد. اندازه گیری امتیاز میرا  4

(1                                              )F1 =  
2∗ Precision∗ Recall

Precision+Recall
 

س نزدیک شود؛ برای موفقیت آن کلا 4به  F1هرچقدر مقدار امتیاز  

 بهتر است.

 ی دادهمعرفی مجموعه -6-2

ما از نظرات کاربران فارسی زبان برای آموزش و ارزیابی مدل  

ها شامل نظر متنی کاربران به پیشنهادی خود بهره بردیم، این داده

همراه امتیاز احساسی تخصیص داده شده به هر نظر است. این 

ن مربوط در دسترس است و نظرات کاربرا kaggleاطلاعات در سایت 

های اینترنتی متفاوت مانند به محصولات مختلف در فروشگاه

و همچنین نظرات  0های فروشگاه طاقچهو کتاب 4دیجیکالا

است.  1ی کاربران فارسی زبان در شبکه اجتماعی توییترپراکنده

نظر را برای مدل  15،888ی طاقچه حدود داده یمجموعه

دسته بندی شده بود  1تا  8 پیشنهادی فراهم کرده و نمره نظرات از

به عنوان نظر مثبت  1تا  1به عنوان نظر منفی، و از  0تا  8که از 

نظر را  0888ی دیجیکالا حدود داده یمجموعهاند. تعیین شده

 8دسته بندی شده بود که از  488تا  8فراهم کرد و نمراه نظرات از 

نظر مثبت تعیین شدند.  488تا  51نظرات منفی و از  51تا 

نظر فراهم کرد که  0888ی توییتر نیز حدود داده یمجموعه

 .های مثبت و منفی برچسب گذاری شده بودندداده

  ایجحث و تفسیر نتب -6-3

با توجه به نتایج بدست  .است 1و  1، 0های نتایج به شرح جدول

بینیم که مدل پیشنهادی در برخی از معیارها و مجموعه آمده، می

با  یشنهادیمدل پها بهبود عملکرد داشته است. به عنوان مثال داده

عملکرد قابل  گر،ید یهابا مدل سهیدر مقای طاقچه، دهمجموعه دا

است که  %102800 یشنهادی. دقت مدل پدهدیشان مرا ن یتوجه

 Transformer-BiLSTM-CNNو  SAE-LSTM یهانسبت به مدل

 ن،یاست. علاوه بر ا افتهیبهبود  %18و  %182150 بیبا دقت به ترت

با صحت  سهیکه در مقا ،است %102481 یشنهادیصحت مدل پ

. مدل یافته است بهبود %182085با صحت  SAE-LSTM مدل

Transformer-BiLSTM-CNN  عملکرد را  نیبهتر %71با صحت

دهنده آن، نشان ترنییپا یادآوریدارد، اما دقت و  اریمع نیدر ا

                                                 
1 https://www.kaggle.com/datasets/soheiltehranipour/digikala-comments-

persian-sentiment-analysis 
2 https://www.kaggle.com/datasets/armitaraz/datasettaghchecleaned/data 

 F1 زایبا امت یشنهادیمدل است. مدل پ نیا یعملکرد کل یداریناپا

با مدل  سهیکه در مقا دهد،یرا ارائه م یمتعادل د، عملکر%10برابر با 

SAE-LSTM ازیبا امت F1  و مدل  %512499برابر باCNN ازیبا امت 

F1  اما نسبت  دارد هانهیزم یبه بهبود در برخ ازی، ن%55274برابر با

بهبود  F1 11211%با امتیاز  Transformer-BiLSTM-CNNبه مدل 

 %902910 یادآوریبا  SAE-LSTMمدل  ت،ی. در نهایافته است

مدل  که یدر حال دهد،ینشان م اریمع نیعملکرد را در ا نیبهتر

اما  دارد نهیزم نیبه بهبود در ا ازین %102800 یادآوریبا  یشنهادیپ

 %18با یادآوری  Transformer-BiLSTM-CNNبه نسبت مدل 

ر دی دیجیکالا، دهی با مجموعه داشنهادیمدل پ .بهبود یافته است

. دقت دهدیرا نشان م یعملکرد متعادل گر،ید یهابا مدل سهیمقا

با  SAE-LSTMبا مدل  سهیاست که در مقا %182054مدل  نیا

با دقت   CNNاما نسبت به مدل  است ضعیفتر، %102115دقت 

با  Transformer-BiLSTM-CNN. مدل بهبود یافته است 17251%

دارد. صحت مدل  اریمع نیعملکرد را در ا نیبهتر %58204دقت 

-SAEبا صحت مدل  سهیکه در مقا ،است %182019 یشنهادیپ

LSTM 112915%اما نسبت به مدل  است ترنیی، پاCNN  با صحت

با  Transformer-BiLSTM-CNN. مدل بهبود یافته است %17207

، F1 ازینظر امت از عملکرد را دارد. نیهمچنان بهتر %58211صحت 

-SAE یهااز مدلبهتر  عملکرد %182019 ازیبا امت یشنهادیمدل پ

LSTM  وCNN دارد. %17217و  %112797 بیبه ترت یازهایمتبا ا ،

 %19201برابر با  F1 ازیبا امت Transformer-BiLSTM-CNNمدل 

 ،یادآوریاز نظر  ت،ینها در دارد. نهیزم نیعملکرد را در ا نیبهتر

 CNNبهتر از مدل  یعملکرد %182054 یادآوریبا  یشنهادیمدل پ

و  SAE-LSTM یهادارد، اما نسبت به مدل %15200 یادآوریبا 

Transformer-BiLSTM-CNN  102115 بیبه ترت یهایادآوریبا% 

مدل پیشنهادی با مجموعه  .کندیعمل م ترفی، ضع%58204و 

د از خو یها عملکرد متوسطمدل ریبا سا سهیدر مقای توییتر، دهدا

با مدل  سهیدر مقااست که  %152004مدل  نی. دقت ادهدینشان م

SAE-LSTM  اما نسبت به  ،است افتهی، بهبود %192710با دقت

 CNNو مدل  %54214با دقت  Transformer-BiLSTM-CNNمدل 

 %152100 یشنهادیاست. صحت مدل پ ضعیفتر، %51200با دقت 

 یهاو مدل %71با  SAE-LSTMکه نسبت به صحت مدل  است

Transformer-BiLSTM-CNN  وCNN بیبه ترت یهابا صحت 

 یشنهادی، مدل پF1 ازینظر امت از است. ضعیفتر، %55207و  54278%

با  SAE-LSTMنسبت به مدل  یعملکرد بهتر %152011 ازیبا امت

3 https://www.kaggle.com/datasets/mohammadalimkh/persian-twitter-

dataset-sentiment-analysis 
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-Transformer یهادارد، اما نسبت به مدل %112811 ازیامت

BiLSTM-CNN  وCNN و  %58291 بیبه ترت یازهایبا امت

مدل  ،یادآوریاز نظر  ت،ینها در دارد. یترفی، عملکرد ضع58211%

نسبت به مدل  یعملکرد بهتر %152004 یادآوریبا  یشنهادیپ

SAE-LSTM  وCNN  و  %192710 های به ترتیبیادآوریبا

با  Transformer-BiLSTM-CNNدارد، اما نسبت به مدل  11215%

 .کندیعمل م ترفیضع، %54214 یادآوری

 بررسی ماتریس سردرگمی مدل  -6-1

. دهدیم شیرا نما یشنهادیمدل پ یسردرگم سی، ماتر5شکل 

به عنوان مثبت  یکه به درست یمثبت واقع یهاتعداد نمونه

 ییدهنده توانامقدار نشان نیاست. ا 4857اند، برابر با شده ینیبشیپ

 یهامثبت است. تعداد نمونه یهانمونه حیصح ییمدل در شناسا

د، برابر انشده ینیبشیپ یمنف وانبه عن یکه به درست یواقع یمنف

 حیصح ییمدل در شناسا ییدهنده توانامقدار نشان نیاست. ا 040با 

ه که به اشتباه ب یواقع یمنف یهااست. تعداد نمونه یمنف یهانمونه

مقدار  نیاست. ا 4841اند، برابر با شده ینیبشیعنوان مثبت پ

نادرست مثبت است که مدل انجام  یهاینیبشیپ دهنده تعدادنشان

 .کندیم انیرا نما یشنهادیداده است و ضعف عملکرد دقت مدل پ

 ینیبشیپ یکه به اشتباه به عنوان منف یمثبت واقع یهاتعداد نمونه

دهنده تعداد مقدار نشان نیاست. ا 751اند، برابر با شده

ام داده است و ضعف است که مدل انج ینادرست منف یهاینیبشیپ

. به طور کندیم انیرا نما یشنهادیمدل پ یادآوری اریمععملکرد 

ابر و کلاس مثبت به صورت نابر یکلاس منف ینیبشیمدل در پ ،یکل

 یمثبت را به درست یهااز نمونه یشتریعمل کرده است. مدل تعداد ب

ت. ناتوان بوده اس یمنف یهانمونه ییاما در شناسا کند،یم ییشناسا

 .دها باشداده یالگوها یدگیچیپ لیدل همشکلات ممکن است ب نیا

  های پژوهشررسی پرسشب -6-6

 پردازیم.های پژوهش میدر اینجا به بررسی پرسش

 ق،یعم یریادگی یهامدل بیبا ترک چگونهسوال اول:  (4

 یفارس یهااحساسات را در متن لیتحل فهیعملکرد وظ

 م؟یبهبود ده

 یهامدل بیکه با ترک دهندیبه دست آمده نشان م جینتا (0

 کنندهتبدیل، و BiLSTM ،CNNمانند  قیعم یریادگیمختلف 

. مدل دیاحساسات را بهبود بخش لیعملکرد تحل توانیم

طاقچه و  یهادهمجموعه داموارد مانند  یدر برخ یشنهادیپ

 نی. اداشته است گرید یهادلنسبت به م یعملکرد بهتر ترییتو

مختلف در  یهاکیاز استفاده از تکن یبهبودها ناش

 یهامدل بیو ترک هایژگیها، استخراج وداده پردازششیپ

خاص خود را  یایها مزامدل نیمختلف است که هر کدام از ا

 .آورندیدر بهبود دقت و صحت مدل به ارمغان م

 

 یشنهادیمدل پ یسردرگم سی. ماتر5شکل 

 طاقچه یبا مجموعه داده یشنهادیروش پ جینتا 2جدول 

 مدل  F1 امتیاز دقت صحت یادآوری

 مدل پیشنهادی 10% 102800% 102481% 102800%

18% 71% 18% 11211% Transformer-

BiLSTM-CNN 

902910% 182085% 182150% 512499% SAE-LSTM 

54215% 70291% 59214% 55274% CNN 

 کالایجید یبا مجموعه داده یشنهادیروش پ جینتا 3جدول 

 مدل F1امتیاز  دقت صحت یادآوری

 مدل پیشنهادی 182019% 182054% 182019% 182054%

58204% 58211% 58204% 19201% Transformer-

BiLSTM-CNN 

102115% 112915% 102115% 112797% SAE-LSTM 

15200% 17207% 17251% 17217% CNN 

 ترییتو یبا مجموعه داده یشنهادیروش پ جینتا 1جدول 

 مدل  F1 امتیاز دقت صحت یادآوری

 مدل پیشنهادی 152011% 152004% 152100% 152004%

54214% 54278% 54214% 58291% Transformer-

BiLSTM-CNN 

192710% 71% 192710% 112811% SAE-LSTM 

11215% 55207% 51200% 58211% CNN 

 



 Transformer-BiLSTM-CNNو  یااز رمزگذار خودکار پشته یبیبراساس ترک یاحساسات در متن فارس لیبهبود تحل

 

 رایبس یهامدل یریبا بکارگ توانیم چگونهسوال دوم:  (3

 لیتحل فهیدر وظ هایژگیباعث بهبود استخراج و قیعم

 احساسات شد؟

و  SAE-LSTMمانند  قیعم اریبس یهااز مدل استفاده

Transformer-BiLSTM-CNN یهایژگیو توانینشان داده که م 

به بهبود دقت و  جهیرا استخراج کرد که در نت یتردهیچیپ یمتن

با  زین یشنهادیحال، مدل پ نی. با اکندیها کمک مصحت مدل

ر است د توانستهها مدل بیمختلف و ترک یهاکیاستفاده از تکن

داشته باشد. به عنوان مثال، مدل  یعملکرد بهتر ارهایمع یبرخ

 گرید یهاطاقچه نسبت به مدل یهادهمجموعه دادر  یشنهادیپ

نشان  جینتا نینشان داده است. ا در دقت و صحت بهبود عملکرد

 ترشرفتهیپ یهاکیو تکن ترقیعم یهاکه استفاده از مدل دهندیم

 .داه داشته باشبهبود عملکرد را به همر تواندیم هایژگیو استخراجدر 

  گیرینتیجه -5

 یدر زبان فارس یاحساسات متن لیتحل یپژوهش، مشکل اصل نیدر ا

ساختار زبان،  یدگیچیپ رینظ ییهاشد که شامل چالش یبررس

موجود با  یهاکامل مدل قیمنبع، و عدم تطبکم یهاداده

 زهیمشکلات انگ نیبود. ا یمتن فارس ییو معنا یزبان یهایژگیو

 یریگشد که با بهره ورانهنوآ یبیمدل ترک کیو ارائه  یطراح یاصل

 ازش،پردشیپ یهاکیو تکن قیعم یریادگی شرفتهیپ یهایاز معمار

 احساسات ارائه دهد. لیتحل ییدر دقت و کارا یبهبود قابل توجه

-Transformer-BiLSTM یهامدل بیبا ترک یشنهادیپ روش

CNN  و استفاده از به منظور طبقه بندی احساساتSAE  به منظور

از  ن،یشد. همچن یطراح هایژگیاستخراج و کاهش ابعاد و

ParsBERT یهایجاساز دیو تول یمتن فارس پردازششیپ یبرا 

 ضعفتوانست نقاط  یشنهادیاستفاده شد. مدل پ قیدق ییمعنا

و  یمتون طولان لیدر تحل یمانند ناکارآمد ن،یشیپ یهامدل

 یرا کاهش دهد و عملکرد بهتر ،یمحاسباتمنابع  یهاتیمحدود

-SAE-LSTM ،Transformer رینظ دیگر یهانسبت به روش

BiLSTM-CNN  وCNN .نشان داد که مدل  یابیارز جینتا ارائه دهد

، صحت و یادآوری، F1-Scoreدقت،  رینظ ییارهایدر مع یشنهادیپ

 ییتوانا ن،یموجود دارد. همچن یهانسبت به مدل یعملکرد بالاتر

 یآن را برا ،یفارس دهیچیو پ یجملات طولان لیمدل در تحل نیا

 SAE زمناسب ساخته است. استفاده ا یواقع یاستفاده در کاربردها

ده منجر ش ییکارا شیو افزا یبه منابع محاسبات ازیبه کاهش ن زین

پژوهش همچنان با  نیحاصل شده، ا یهاتیوجود موفق با است.

                                                 
1 Web Scraping 

 لیتحل یبرا یشنهادیپ مدلبرای مثال همراه است.  ییهاتیمحدود

 نابعم دارد. یشتریب یسازنهیبه به ازیاحساسات چندکلاسه هنوز ن

 رینظ دهیدآموزششیپ یهاآموزش مدل یبرا ازیمورد ن یمحاسبات

ParsBERT محدود به منابع است. یهاطیمح یبرا یهمچنان چالش 

 گرید یهابا زبان سهیادر مق یزبان فارس یموجود برا یهاداده

 یعملکرد مدل را در کاربردها تواندیتنوع هستند که مهمچنان کم

استخراج ویژگی در  برای SAEاستفاده از مدل  خاص محدود کند.

تحلیل احساسات متنی بسیار جدید است و منابع محدودی  حوزه

 در این زمینه موجود است.

 جهت گسترش داد: نیپژوهش را به چند توانیم نده،یآ در

رمزگذار و  یهاهی، تعداد لاSAEبهبود عملکرد  یبرا توانیم (4

رمزگذار،  یهاهیلا نیداد. ا شیافزا ایرمزگشا را کاهش و 

از  ییو سپس با رمزگشا کندیم یرا رمزگذار یمتن یهاداده

ها و مهم را استخراج کرد اما بسته به نوع داده یهایژگیآن، و

رمزگذار و رمزگشا را  یهاهیلاتعداد  توانیمهم، م یهایژگیو

در  یعملکرد بهتر ،یورود یهاداد تا متناسب با داده رییتغ

 داشته باشد. یژگیاستخراج و ینهیزم

  4مانند خراش دادن مرورگر ییهاکیبا استفاده از تکن توانیم (0

متنوع و دست اول بدست آورد  یهاداده 0در مرورگر دنیو خز

استفاده  یها را آمادهداده ،یکاوداده یهاکیو با استفاده از تکن

 کرد. یشنهادیدر مدل پ

مشابه مورد استفاده  یهاو بهبود مدل یبررس یپژوهش برا نیا (1

 یپروژه کیدر  تواندیم یشنهادیمدل پ نیقرار گرفت. ا

ا از ر یافکارسنج یهفیو وظ ردیمورد استفاده قرار گ یکاربرد

حول محور موضوعات  ،یاجتماع یهازبان شبکه یکاربران فارس

؛ تا این مدل، یک انجام دهد یو اقتصاد یاسیس ،یاجتماع

 محک عملی هم ببیند.
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Abstract 
This paper presents a Persian dataset for sentiment analysis of texts published on social media. The dataset 

creation process involved several key stages: First, a comprehensive methodology was developed for data 

collection and labeling. Next, data was extracted from the Twitter platform using keyword-based methods, 

hashtags, and high-engagement accounts. During the preprocessing stage, irrelevant data and textual noise were 

removed and corrected. The data labeling process was conducted manually through a crowdsourcing platform, 

where each tweet was labeled by three annotators, and the final label was determined based on majority voting. 

To ensure quality control, a calibrated dataset was prepared, and inter-annotator agreement was evaluated. The 

final dataset consists of over 5,000 tweets labeled as positive, negative, or neutral. Based on the results obtained 

from applying various models to this dataset, it can be concluded that this dataset serves as a reliable resource for 

developing and evaluating sentiment analysis models in the Persian language. 
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احساس در متون منتشرشده در  لیتحل یمجموعه دادگان فارسایجاد 

 یاجتماع هایشبکه
 

 6گان فرهودیژم، 4 پریسا محمدی کلخوران

 ، تهران، ایراناطلاعات یپژوهشگاه ارتباطات و فناور پژوهشگر 4
 ، تهران، ایراناطلاعات یپژوهشگاه ارتباطات و فناور یعلم اتیعضو ه 6

 20/24/4121: پذیرشتاریخ       02/40/4126تاریخ بازبینی:       41/20/4126تاریخ دریافت: 

 پژوهشینوع مقاله: 
 

 دهیچک

 ندیشده است. فرآ هیته یاجتماع یهاشده در شبکه احساسات در متون منتشر لیتحل یبرا یمجموعه دادگان فارس کیپژوهش،  نیدر ا

شد. سپس،  نیها تدوداده یگذارو برچسب یآورجمع یجامع برا نامهوهیش کیبوده است: ابتدا،  یمرحله اساس نیدادگان شامل چند هیته

. در مرحله دیپرمخاطب استخراج گرد یهاها و اکانتهشتگ ،یدیبر کلمات کل یمبتن یهابا استفاده از روش ترییها از پلتفرم توداده

ستر ب کی قیو از طر یصورت انسانها بهداده یگذاربرچسب ندیحذف و اصلاح شدند. فرآ یمتن یزهاینامرتبط و نو یهاداده پردازش،شیپ

منظور . بهدیگرد نییتع تیاکثر یبر اساس رأ ییشد و برچسب نها یگذارتوسط سه نفر برچسب تییآن هر تو یانجام شد، که ط یسپارجمع

 ییهادادگان ن ت،یقرار گرفت. در نها یگذاران مورد بررسبرچسب نیتوافق ب زانیشد و م هیته برهیمجموعه داده کال کی ت،یفیکنترل ک

مدل مختلف بر  نیحاصله از اعمال چند جی. با توجه به نتادیآماده گرد ینثو خ یمثبت، منف یهابا برچسب تییتو 2222از  شیشامل ب

در  احساسات لیتحل یهامدل یابیتوسعه و ارز یمنبع معتبر برا کیعنوان به تواندیمجموعه داده م نیگفت که ا وانتیمجموعه م نیا یرو

 .ردیمورد استفاده قرار گ یزبان فارس

 .اهداده یزنپردازش متن، برچسب ،یمجموعه داده فارس تر،ییتو ،یاجتماع هایاحساسات، شبکه لیتحل: کلیدواژگان
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 چندگانه بندهایتشخیص موضع به زبان فارسی مبتنی بر طبقه

 

  مقدمه -4

 یمحبوب برا یبه بستر یاجتماع یهاشبکه ر،یاخ یهادر سال

ها، اند. وبلاگشده لیافکار و نظرات مردم تبد یگذاراشتراک

 یهاگفتگو، فرم یهامجلات برخط، انجمن ها،کروبلاگیم

بر وب به مردم کمک  یمبتن یامکانات ارتباط گریو د ینظرسنج

را در مورد  شانیهادگاهیدتا احساسات خود را ابراز کرده و  کنندیم

در  یو فرهنگ یاسیس ،یمسائل اجتماع ،یموضوعات روزمره زندگ

ه به اشتراک بگذارند. حجم گسترد گرانیبا د یالمللنیو ب یسطح مل

موجود در وب، همراه با تکامل مداوم  یمتنوع اطلاعات متن تیو ماه

 یهاو چالش یمطالعه افکار عموم یمنحصر به فرد برا یآن، فرصت

اطلاعات به وجود آورده است. درک و  نیدر پردازش ا خاص موجود

 هایمنتشر شده در رسانه یمتن هایداده یحجم بالا ریتفس

ون، مت نیاست که بتوان از بطن ا یابزار قدرتمند ازمندین ،یاجتماع

مود. ن بندیکرده و آنها را طبقه یینظرات افراد را شناسا ایاحساسات 

 دشویاست که در آن، تلاش م یندیفرا حساساتا لیو تحل هیتجز

منتشرشده )مانند  یعواطف انسان از محتوا اینظرات  جانات،یکه ه

[؛ 4دارد ] یادیز یشود و کاربردها ییصورت خودکار شناسامتن( به

 کیانتخاب  ی)به عنوان مثال، برا یرگیمیاز جمله کمک به تصم

نجام ا ،یمشتر تیرضا زانیم لیمحصول(، تحل کی دیخر ایرستوران 

. یو فرهنگ یاسیس ،یدر مسائل تجار ینبیشیو پ ینظرسنج

احساسات وجود دارد که در  لیو تحل هیتجز یبرا یمختلف هایروش

از همه مورد  شیب قیعم یریادگیبر  یمبتن هایروش ریاخ هایسال

وابسته به مجموعه  ش،یآموزش و آزما یاند که براتوجه قرار گرفته

در  یسیهستند. با وجود آن که دادگان زبان انگل تیفیباک یاداده

ه ب یمبرم ازیهمچنان ن یاست، در زبان فارس یحوزه نسبتاً غن نیا

وجود  رغمیمتنوع و مناسب وجود دارد، چرا که عل یهامجموعه داده

 و نژادها با هاانسان انیدر نحوه ابراز احساسات در م اریاشتراک بس

د گفت که استفاده از دادگان ترجمه شده یمختلف، با هایتقومی

چرا که با توجه به  ست،ین یروش کارآمد گرید یزبان به زبان کی

جمله در دو زبان  ایواژه  کیممکن است  یاجتماع طیفرهنگ و شرا

متفاوت و گاه  یزبان، معان کیمختلف  هایشیدر گو یحت ایو 

 گاهشیآزما هدافاز ا یکی از،ین نیداشته باشد. با توجه به ا یمتضاد

 مجموعه هیاطلاعات، ته یدر پژوهشگاه ارتباطات و فناور آزمایپارس

است  یاجتماع یهاآمده از رسانهدستمتون به تیبا محور ایداده

احساس در  لیتحل یهامدل یابیتوسعه و ارز یکه بتوان از آن برا

به  ترییتو یراستا شبکه اجتماع نیاستفاده کرد. در ا یمتون فارس

ا ب ترتویی که چرا شد، گرفته نظر در هاداده آوریعنوان منبع جمع

ف، مختل نسنی و هافرهنگ ها،نهیشیبا پ یافراد انیارتباط م جادیا

که از  دهدینشان م 4[. شکل 0ارتباطات را متحول کرده است ]

ر د ترییاحساسات تو لیبه بعد، علاقه محققان به تحل 0241سال 

ورزش، اخبار،  ،یقیموس لم،یمانند ف مختلف ایهنهیجهان در زم

 [. 0داشته است ] یریچشمگ شیافزا رهیسلامت، بازار سهام و غ

احساسات در شبکه  لیعلاقه پژوهشگران به تحل زانیم .4 شکل

 ترییتو یاجتماع

درصد  0201تنها  ،یدسترس تیمحدود لیکه به دل نیبا ا زین رانیا در

در  یشبکه اجتماع نی[، اما ا6] کنندیاستفاده م ترییاز مردم از تو

 ها،سینواز جمله روزمره ،یرانیاقشار مختلف کاربران ا انیم

ارد د یرگذاریقابل توجه و تاث گاهیپا یاسیو احزاب س انیدانشجو

 رگید یاجتماع یهاشبکه یآن کمتر از برخ نفوذ)هرچند که درصد 

 است(.

 یبرا زیو عکس را ن لمیف گذاریامکان به اشتراک ترییکه تو نیا با

ل شک نتریجیکاربرانش فراهم کرده است، اما از آنجا که هنوز متن را

 لیو تحل هیفقط به تجز ،ی[، در مقاله جار1] شودیارتباط محسوب م

 بر متن توجه شده است. یاحساسات مبتن

 نیا سازیآماده ندآیتا ضمن شرح فر میمقاله حاضر درصدد در

موجود  هایاز مجموعه داده ایسهیمطالعه مقا کیمجموعه دادگان، 

 ایهمقاله در ادامه شامل بخش نی. امیداشته باش زین یدر زبان فارس

 . بخشیمشابه قبل یمختصر است بر کارها یمرور 0است: بخش  ریز

در بخش  دهدیشرح م لیرا به تفص ادگانمجموعه د هی، روال ته6

مجموعه دادگان آورده  نیا یمدل بر رو نیحاصل از چند جینتا 1

 ایهتیفعال شنهادیو پ یرگیجهیبه نت 2در بخش  تیاست و در نها

 پرداخته خواهد شد. یآت

 کارهای انجام شده -6

 یاست برا یندیفرآ کاویدهیعق ایاحساسات  لیو تحل هیتجز

 یرانظرات کاربران ب ایاحساسات  بندیطبقه ای صیو تشخ ییشناسا

که  هانیو مانند ا دادیمحصول، رو لم،یمانند ف یهرگونه خدمت

مجموعه داده منتشر  نی[. اول4باشد ] یخنث ای یمثبت، منف تواندیم

که  گرددیبرم 0220احساس به سال  لیتحل نهیشده در زم

Polarity Dataset 411مجموعه داده براساس نظرات  نینام دارد. ا 



 20 یال 30صفحه  ،«و تحلیل داده یهوش مصنوع» ژةی، شمارة و4121، مهر 32سال هفدهم، شماره   رانیاطلاعات و ارتباطات ا یفناوردوفصلنامه 

32 

 هیته IMDB ینترنتیا گاهیموجود در پا هایلمیکاربر در مورد ف

و  یمجموعه در سه دسته مثبت، منف نیا هایاست. داده دهیگرد

که در سال  IMDB داده مجموعه[. 3] اندشده بندیطبقه یخنث

 با برچسب مثبت یسیانگل لمینقد ف 22222ارائه شد، شامل  0244

 Stanford Sentiment Treebank[. مجموعه داده 2است ] یمنف ای

(SST )   لمیف یمنتشر شد، بر اساس نقدها 0246که در سال 

Rotten Tomatoes  نیکه از ا باشدیجمله م 42330است و شامل 

 Yelp. مجموعه داده تندمثبت هس گرید میو ن یمنف یمین ان،یم

Reviews خدمات ارائه ایمحصولات  ینظرات مربوط به بررس یحاو 

 [. 8آمازون است ] تسای در شده

 یهابه سال یاجتماع یهااحساس در شبکه لیچند شروع تحل هر

 هایرسانه یاما تنها با ظهور برخ گردد،یبرم 04قرن  ییابتدا

 نیا و تلگرام بود که نستاگرامیا سبوک،یف تر،ییمانند تو یاجتماع

جموعه م نیاز اول یکیکرد.  دایپ تیمحبوب ایموضوع به طور گسترده

 Sentiment140 یاجتماع هایدر رسانه سسااح لیتحل برای هاداده

مجموعه داده که توسط دانشگاه استنفورد در سال  نینام دارد. ا

 یبا برچسب مثبت، منف تییتو ونیلیم 423 یارائه شد، حاو 0220

 یبرا 0 ،یمنف یبرا 2ها در آن، با تییتو تیاست که  قطب یو خنث

 نیزشمندتر[. از ار41مثبت مشخص شده است ] یبرا 1و  یخنث

 یاحساسات، مجموعه دادگان لیو تحل هیتجز برای هامجموعه داده

 فیمسابقات وظا نیاند. اشده هیته SemEvalمسابقات  یاست که برا

تفاده با اس دیکه با کنندمی مطرح کنندگانشرکت یرا برا یمختلف

 SemEval-2013 Task 2مجموعه داده مشترک انجام شوند.  کیاز 

از مجموعه  هایی[ نمونه43] SemEval-2014 Task 9[ و 42]

 ترییاحساسات در تو لیو تحل هیتجز یبزرگ برا اسیبا مق هایداده

مربوط  رمسابقهی[ شامل پنج ز42] SemEval-2016 Task 4هستند. 

 ترییمنتشر شده در تو هایتییاحساس در تو لیو تحل هیبه تجز

[ با هدف 48] SemEval-2018 Task 1که  یدر حال باشد،یم

 ،یسیمختلف انگل هایبه زبان هاتییتو یاحساسات برا بندیطبقه

، RuSentimentاست. مجموعه داده  دهیگرد هیته ییایو اسپان یعرب

پست منتشر شده در  64482منتشر شد، شامل  0248که در سال 

مجموعه داده در  نیاست که بزرگتر VKontakte یشبکه اجتماع

مجموعه داده شامل سه  نی. اباشدیم یروسزبان  ینوع خود برا

دو  نیو همچن - یو خنث یمثبت، منف -احساسات  یدسته اصل

که شامل  باشدیم skipاز آنها دسته  یکیاست؛ که  یدسته اضاف

 است که به زبان ییهاپست ایمبهم و  هایپست زدار،ینو ییهاپست

 Speech Act گر،دی دسته و اندمنتشر شده ینیمانند اوکرا یرروسیغ

مثبت است که  هایاز پست ایرمجموعهینام دارد که در واقع ز

 و یاحوالپرس ،یمثبت مانند ابراز قدردان یگفتار جیرا یرفتارها

 MELD  ی[. مجموعه داده چندوجه40] دهندیرا پوشش م کیتبر

و گسترش مجموعه داده  شیاز افزا افته،یتوسعه  0248که در سال 

 EmotionLinesشده است.  جادی[ ا02] EmotionLines یمتن

 یاست که از گفتگوها الوگید 0222گفته از  00012شامل 

و در  آوریبوک جمعفیس رسانامیو پ Friends یونیزیمجموعه تلو

شامل  MELDاند. شده یگذاربرچسب MTurk یسپاربستر جمع

است، اما حالات  EmotionLinesموجود در  یهمان نمونه گفتگوها

شامل  MELD. ردیگیدر کنار متن در بر م زیرا ن یریو تصو یتصو

مختلف است. در  ندگانیگفته از گو 46222گفتگو و  4122از  شیب

 یسینو هیحاش یدارا جان،یاز برچسب ه ریهر گفتگو، هر گفتار غ

[. مجموعه دادگان 04هست ] زی( نیو خنث یاحساس )مثبت، منف

GoEmotions متن از  28222ده، شامل ش هارائ 0202، که در سال

 0240 هی( تا ژانوتی)شروع رد 0222از سال   تیرد یشبکه اجتماع

 44طبقه مثبت،  40اند )شده  یگذارطبقه برچسب 02است که در 

[.  مجموعه داده 00( ]یطبقه خنث کیطبقه مبهم و  1 ،یطبقه منف

Twitter US Airline Sentiment  که توسطCrowdFlower جادیا 

است که مشکلات شش  تییتو 41222از  شیب یشده است، حاو

 نی. اکندیم لیو تحل هیمتحده را تجز الاتیا ییمایشرکت هواپ

 یهابرچسب یاند و دارااستخراج شده 0242 هیاز فور هاتییتو

 [.06هستند ] یخنث ای یمثبت، منف

 یها[، در طول سال63[ و ]01با توجه به منابع ] ،یزبان فارس در

مورد  یواژگان احساس یاهمجموعه داده شتری، ب0204تا  0222

به دست  یسیانگل هایاستفاده در مقالات از ترجمه مجموعه داده

موجود، عمدتاً بر اساس  یمتن یهامجموعه داده رسای. اندآمده

محصولات  ها،لمیف یبررس خصوصدر هاتیسا انینظرات مشتر

(، خدمات هتل، کالایجیاز همه د شی)ب ینترنتیا هایفروشگاه

و  رتیی)تو یاجتماع یهاشبکه یهاسفارش غذا، فرسته یهاسیسرو

 یبر مبنا ی( و نظرات مردم در آنها و تعداد محدودنستاگرامیا

 یسسازمان بورس و اوراق بهادار، اشعار فار تیسا ،یخبر یهاتیسا

ترجمه نظرات  ای ینیحاصل از ترجمه ماش یهامجموعه داده ایو 

 جمله از. اندشده هیته نیآنلا یخرده فروش یهاتیدر سا انیمشتر

 HelloKish [25] ،MirasOpinionبه  توانمی هامجموعه داده نای

[26] ،Iranian Stock Market [27]  ،Pars- ABSA [28], [29] ،

Digikala Sentiment [30] ،JAMFA Corpus [31] ،Snappfood 

[24], [32] ،SentiPers [33] ،DeepSentiPers [61 .اشاره کرد  ]

 یمورد استفاده در مقالات منتشر شده ط های، مجموعه داده0شکل 

 یاحساسات در زبان فارس لیتحل نهیدر زم 0200تا  0248 یهاسال

 [.01] دهدیرا نشان م



 چندگانه بندهایتشخیص موضع به زبان فارسی مبتنی بر طبقه

 

های اجتماعیشبکههای متنی فارسی مبتنی بر های مجموعه دادهای از ویژگی: خلاصه4 جدول
 

های مورد استفاده در مقالات منتشر شده فارسی : مجموعه داده6 لشک

 )تعداد و درصد( 6466تا  6442های در سال

 یاجتماع یهااحساسات در رسانه لیتمرکز بر تحل ر،یاخ یهادر سال

مرتبط  یهاشده است. از جمله مجموعه داده شتریب یدر زبان فارس

 توانیم هستند، نستاگرامیا ایو  ترییموضوع که شامل متون تو نیبا ا

 Foreign-Vaccine and Homegrownبه مجموعه دادگان 

Vaccine [10] ،LSCP [11] ،Insta-Text [12] ،Insta-

MultiDSenti [46 و مجموعه ]Persian-English Code-mixed 

Texts [6اشاره کرد. خلاصه  ]هایداده مجموعه هاییژگیاز و ای 

آمده است.  4در جدول  یاجتماع هایبرگرفته از رسانه یفارس

از دو  یکیها از مجموعه داده نیا شودیطور که ملاحظه مهمان

دو  نیاند که ااستخراج شده ترییتو ایو  نستاگرامیا یتماعشبکه اج

 یکاربران و مطالب منتشر شده در آنها فضا فیشبکه از نظر ط

مورد اشاره،  یهامجموعه نیاز ا یرند. تعدادبا هم دا یمتفاوت

مثل نظرات  یدارند )مثلا فقط به حوزه خاص یموضوع تیمحدود

ونا کر یهادرباره واکسن نظرات ایو  یادرباره مذاکرات هسته یاسیس

حدود مشهور م گرانیباز ایو  یونیزیبرنامه تلو کینظرات درباره  ایو 

 دارند. یترخاص یکاربردها جهیاند( ودر نتشده

 یگذاربرچسب یهاها از روشپژوهش نیاز ا یاریبس ن،یهمچن

 خودکارمهین ایخودکار  یهااند و لزوماً به روشبهره برده یانسان

 ن،یشیپژوهش با مطالعات پ نیا یدیاند. تفاوت کلنبوده یمتک

 قیدق ندیها و فرآداده یسپارجمع یبرا یبستر بوم کیاستفاده از 

مراحل از جمله  یپژوهش، تمام نیاست. در ا یانسان یگذاربرچسب

 هیو ته تیفیگذاران، کنترل کآموزش برچسب نامه،وهیش نیتدو

 نام مجموعه داده منبع سال موضوع حجم گذاریروش برچسب

: 4،0) 2 تا 4 مقیاس در توییت هر

 احساسات: 122 و خنثی،: 6 منفی،

 .است شده گذاری برچسب( مثبت

 که توییت میلیون یک

 گذاریبرچسب آنها تای6222

 است شده

های سیاسی فارسی توییت

 ایدرخصوص مذاکرات هسته
 Political tweets [9] توییتر 0243

: دسته سه/ گذاری خودکاربرچسب

 (2) خنثی و( 4-) منفی ،+(4) مثبت

 به شامل داده مجموعه دو

 120160 و 122860 ترتیب

  توئیت

های فارسی در خصوص توییت

 واکسیناسیون کرونا

دسامبر  62تا  0204آپریل  4از 

0204 

 توییتر 0200
Foreign-Vaccine and 

Homegrown Vaccine 

[10] 

/ خودکار نیمه سپاریجمع روش

 صورت به احساسات قطبیت برچسب

 4 و 2 بین عددی

فارسی  جمله میلیون 402

 میلیون 02مستخرج از 

 توییت

 توییتر 0202 های فارسیتوییت
Large-Scale 

Colloquial Persian 

0.5 (LSCP) [11] 

 مثبت: دسته سه/ سپاریجمع روش

 (2) خنثی و (-4) منفی ،+(4)
 نظر 8240

های نظرات کاربران در مورد پست

منتشر شده در صفحه اینستاگرام 

 «حالا خورشید»برنامه تلویزیونی 

 Insta-Text [12] اینستاگرام 0202

زن برچسب داده ازسه مجموعه این در

 اکثریت استفاده شده و در نهایت رای

 شده به عنوان برچسب نهایی لحاظ

 .است

 Persian-English توییتر 0204 سیانگلی-های ترکیبی فارسیتوییت توییت 6312

Code-mixed Texts [3] 

گذاری برچسب دسته دردو هاداده

 منفی و مثبت: اندشده

 ای یک مورد در کاربران نظرات

 استعدادیابی و سلبریتی دو

 جدید عصر تلویزیونی

 شامل آموزش )مجموعه

 مجموعه و نمونه 48480

 نمونه( 3220 شامل آزمون

های نظرات کاربران در مورد پست

منتشر شده در صفحه اینستاگرام 

 «حالا خورشید»برنامه تلویزیونی 

 Insta-MultiDSenti اینستاگرام 0200

[13] 

 و (-4) منفی ،+(4) مثبت: دسته سه

 (2) خنثی
 توییت 2026

مارس  00های فارسی از توییت

 0200مارس  00تا  0202
 Our dataset توییتر 0206
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ت سطح دق نیاند که بالاترشده یطراح یاگونهبه برهیکال یهاداده

اعث ب هایژگیو نیشود. ا نیخورده تضمبرچسب یهادر داده ییایو پا

حساس در  یکاربردها یبرا ژهیوشده، به ارائهکه دادگان  شودیم

 برخوردار باشد. یاز اعتبار بالاتر ،یفارس یعیپردازش زبان طب

 تهیه مجموعه داده -3

 یمراحل مختلف یمقاله ط نیشده در ا یمجموعه داده معرف هیته

داده شده است. در ادامه به شرح  شینما 6شد که در شکل  جادیا

 . شودیمراحل پرداخته م نیاز ا کیهر

 : مراحل مختلف تهیه دادگان3شکل 

  نامهوهیش هیته 3-4

ها، داده یگذاربرچسب یکپارچگیو  تیفیاز ک نانیاطم منظوربه

ع جام نامهوهیش کی ،یزنو برچسب یآورجمع ندیاز شروع فرآ شیپ

 یهایبنداز دسته قیدق فیشامل تعار نامهوهیش نیشد. ا نیتدو

انتخاب  یارهایمع ،یگذاربرچسب یهادستورالعمل ،یاحساس

قواعد  نیتراز مهم یمبهم بود. برخ ردها، و نحوه برخورد با مواداده

 اند از:عبارت نامهوهیش نیا

 و  یبه سه دسته مثبت، منف هاتییها: توبرچسب قیدق فیتعر

بت احساسات مث انگریکه ب ییهاتییشدند. تو میتقس یخنث

 نیبه ا کینزد ای( و یقدردان ای تیرضا ،یواضح )مانند شاد

که  یموارد بودند، در دسته مثبت قرار گرفتند، در حال

 ای یحت)مانند خشم، نارا یاحساسات منف یدارا یهاتییتو

داده  یجا یآنها در دسته منف نیبه ا کینزد ایاعتراض( و 

فاقد احساس مشخص  ای یاطلاعات ،یخبر یهاتییشدند. تو

 شدند.  یگذاربرچسب یدر دسته خنث

 یحاو تییتو کیکه  ینحوه برخورد با متون مبهم: در صورت 

گذاران موظف استعاره بود، برچسب ایطنز  ز،یآمهیعبارات کنا

ند. کن یریگمیآن تصم نهیو زم یکل یبودند براساس محتوا

 یهاداده»موارد در دسته  نیاگر همچنان ابهام وجود داشت، ا

 .شدندیحذف م ییاو از مجموعه نه گرفتندیقرار م« نامشخص

 یتوسط سه نفر بررس تیی: هر توتیفیکنترل ک یهااستیس 

. علاوه دیگرد نییتع تیاکثر یبر اساس رأ ییشد و برچسب نها

دقت  یابیارز یبرا برهیمجموعه داده کال کی ن،یبر ا

 ینییکه دقت پا یگذارانشد. برچسب هیگذاران تهبرچسب

 حذف شدند. ندیداشتند، از ادامه فرآ

 که شامل زبان  ییهاتیی: توییو محتوا یزبان یهاتیمحدود

 یمحتوا یدارا ای رمعمولیواژگان غ ازحد،شیب یامحاوره

 ن،ینامرتبط بودند، از مجموعه داده حذف شدند. همچن

 یمحتوا ای زیآمنیعبارات توه یکه حاو ییهاتییتو

 هتکنار گذاش شدهیگذاربرچسب یهابودند، از داده یراخلاقیغ

 شدند.

 ندیاز دقت و صحت فرآ نانیاطم یبرا یاصل یمبنا نامه،وهیش نیا

ا ب سهیپژوهش در مقا نیاز نقاط قوت ا یکیبوده و  یگذاربرچسب

 .شودیمحسوب م نیشیمطالعات پ

ه هر س یبرا یگوناگون یهاشد تا مثال یشده سع هیته نامهوهیش در

در مواجهه با متون متفاوت  یواحد کردیاحساس ذکر شود تا رو

 نییتع یکه برا شدیاز فرد خواسته م نامهوهیش نیاتخاذ شود. در ا

 متن توجه کند و نه احساس ندهیگو یبه احساس کل ت،ییاحساس تو

 نیخاص. براساس ا تیا موجودیمقوله  کینسبت به  یو

)شامل احساسات  دهیچیدستورالعمل، در صورت مواجهه با جملات پ

جمله(، احساس غالب  ای)شامل چند بند  یبیمتون ترک ایمختلف( 

از فرد  نی. همچنگرفتیمناسب قرار م نهیملاک انتخاب گز

 ینذه ریزن خواسته شده بود که در انتخاب احساس، از تفسبرچسب

و  هیتجز یند و فقط بر مبنااجتناب ک یشخص یق و باورهایو علا

، در . به عنوان مثالردیبگ میزبان مورد استفاده در متن تصم لیتحل

با توجه به متن، « کرده است. جادیپناهنده ا هاونیلیجنگ م»جمله 

هر چند که ممکن است  م،یکنیرا انتخاب م «یمنف»برچسب 

نداشته باشد و قصدش  یجانیه چیمطلب، ه نیا انیدر ب سندهینو

 خبر باشد. کیفقط نقل 

 هاداده آوریعجم 3-6

 تونیدر پا SNScrapeاز کتابخانه  ترتویی از هااستخراج داده یبرا

محور و واژه کردیبراساس دو رو هاتییتو یاستفاده شد. گردآور

کلمه  222محور، ابتدا واژه کردی. در رورفتیمحور صورت پذاکانت

 Persian_NRC_EmoLexبودند از مجموعه  یبار عاطف یکه دارا

 NRCمجموعه واژگان که به اختصار به آن  نی[. ا62] دیانتخاب گرد

Emotion Lexicon ای EmoLex از  یشامل فهرست ند،گوییم زین

، )خشم، ترس یاصل جانیو ارتباط آنها با هشت ه یسیکلمات انگل

و  یانزجار( و دو احساس )منف ،یانتظار، اعتماد، تعجب، غم، شاد

 نیا ترجمه. اندشده گذاریبرچسب یمثبت( است که به صورت دست

موجود است.  زین یاز جمله فارس گرید یهامجموعه واژگان به زبان

استفاده شده است و به  ینیماش هایترجمه آن از مترجم یالبته برا

 رایز ندارد یمناسب تیفیک یلیخ یزبان فارس یبرا لیدل نیهم



 چندگانه بندهایتشخیص موضع به زبان فارسی مبتنی بر طبقه

 

 یفارس یهامعادل ای و اندترجمه نشده یها به درستاز واژه یاریبس

در پژوهش حاضر،  رو،نیرا ندارد. از ا یسیزبان انگل یعاطف ارآنها ب

و باتوجه به کاربردشان در زبان  یکلمه مذکور به صورت دست 222

استخراج  یکلمه در دو مرحله برا 222 نیانتخاب شدند. از ا یفارس

 کیکلمات به عنوان  نیاستفاده شد. در مرحله اول، از ا هاتییتو

 دیاستخراج گرد تییتو 40263 بیترت نبدی شد؛ استفاده وجوپرس

کلمات به عنوان هشتگ استفاده شد و در  نیاز ا ،یو در مرحله بعد

 نیجستجو انجام شد که با ا ندیفرا هاتییمندرج در تو هایهشتگ

 یهاتیی. در استخراج تودیاستخراج گرد تییتو 02404 زیروش ن

 یشمس 4124 لکل سا یعنیساله  کی یدو مرحله، بازه زمان نیا

 ( در نظر گرفته شد.04/6/0200تا  04/6/0204)از

 نیموضوعات داغ در فرورد یجستجو قیشد از طر یسع نیهمچن

 038 ب،یترت نیاستخراج گردد که بد تییتو یتعداد زین 4120

دادگان از جهت  شتریتنوع ب یبرا نیشد. همچناستخراج  تییتو

 یجانیکه اغلب آنها بار ه گریکلمه د 143 ،یمحتوا و بار احساس

جستجو به صورت  یو از آنها برا دیانتخاب گرد زیمثبت داشتند ن

 تییتو 02هر کلمه، حداکثر  یجستجو یهشتگ استفاده شد. به ازا

 4122کل سال  یزمانبار محدوده  نیاستخراج شد و ا

روش،  نی( در نظر گرفته شد. به ا 04/6/0204تا  04/6/0202)از

دوم که همان  کردی. در رودیاستخراج گرد تییتو 0862حدود 

 نجای)در ا یفارس دیاکانت پربازد 122اکانت محور بود،  کردیرو

 به( دارند کنندهدنبال 02222از  شیاست که ب هاییمنظور اکانت

صاحب اکانت در  حاتیکه با توجه به توض انتخاب شدند ینحو

 نیدر ب بیترت نبدی باشند؛ متنوع هااکانت ،یوگرافیقسمت ب

که  هاییتا اکانت یو رسم یخبر هایمنتخب، اکانت هایاکانت

 یآنها ابداع یسبک نوشتار یحت ایداشته و  ایعموماً متن محاوره

( است، افتهیر ییتغ یاملاها ایکلمات خودساخته و  یحاو یعنی)

 تجنسی به امکان حد تا هااکانت نیدر انتخاب ا نیوجود دارد. همچن

 ثیح نیکه دادگان از ا دیگرد یتوجه شد و سع زیصاحبان آنها ن

حداکثر  تیبا محدود ت،ییتو 1003روش  نیمتعادل باشند. به ا زین

 هر اکانت، استخراج شد. یبرا تییتو 02

 لتریاز ف ریغ ها،تییتو هیبه ذکر است که در هنگام استخراج کل لازم

 لحاظ شوند:  زین ریشد موارد ز یسع یبازه زمان

و  یرمتنیغ هایتییتو ،یرفارسیغ هایتییتو ها،تییحذف بازتو -

 .آر.ال بودند.وی ای ینترنتیآدرس ا کیکه فقط  هاییتییتو

 بودند. یاطلاعات متن یکه حاو نیا لیها به دلحفظ نقل قول -

  .است شده آورده 0 جدول در هااستخراج داده ندیاز فرآ ایخلاصه

 هااستخراج داده ندیاز فرا ای: خلاصه6جدول 
های استخراج شدهتعداد توییت روش رویکرد  

-کلمه

 محور

 :کلیدی کلمه بر مبتنی -4

 0200 مارس 04 زمانی بازه در Persian_NRC_EmoLex ا برگرفته کلیدی کلمه 222 از استفاده -  

 .0206 مارس 04 لغایت

 در تعادل ایجاد با هدف( بودند مثبت احساسی دارای آنها اغلب که) کلمه 122 از بیش از استفاده  -  

 .0200 مارس 04 تا 0204 مارس 04 زمانی بازه کل در ها،داده مجموعه

 :هشتگ بر مبتنی  -0

 0200 مارس 04 زمانی بازه در هشتگ، صورت به بار این کلمه، 222 همان جستجوی از استفاده با  -

 .0206 مارس 04 تا

 پرطرفدار موضوعات از استفاده  -

 02 حداکثر) توییت 10222 حدود

 کلیدی( کلمه هر برای توییت

-اکانت

 محور
 فارسی پربازدید اکانت 122 از استفاده

 توییت 02 حداکثر) توییت 2222 حدود

 اکانت( هر برای

 سپاریبستر جمع سازیآماده 3-3

 یسپارپژوهش، استفاده از سامانه جمع نیا زیاز نکات متما یکی

از  یمختلف یبستر، کارها نیاست. در ا آزمایپارس شگاهیآزما یبوم

به  هاتییتو صیتخص ،یزنبرچسب تیفعال فیجمله تعر

 داده خواهند حی)که جلوتر توض برهیها و درج دادگان کالزنبرچسب

 بودن ی. بومشودیشده انجام م یسازیصورت کاملاً شخصشد(، به

 یزبان یهاداده یگردآور یرا برا ییبالا تیبستر، انعطاف و امن نیا

را  یزنبرچسب ندیبر فرا قیو امکان نظارت دق کندیفراهم م یفارس

 و نییتع ازیمورد ن یمرحله، اجزا نیدر ا نی. بنابراسازدیم سریم

 شدند.   یمزبور طراح تیمربوط به فعال هایو فرم فیتعر

 هاپردازش داده شیپ 3-1

شده است که در  لیو خودکار تشک یاز دو مرحله دست ندیفرآ نیا

 :شودیپرداخته م کیادامه به شرح هر

 دادگان تیفیک شیافزا یبرا یدست پردازششی( در مرحله پالف
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 انجام شد: ریز یکارها

ناقص بود که  ای کوتاه آنقدر آنهاکه متن  هاییتییحذف تو -

 احساس آنها ممکن نبود. صیتشخ

 یارزشمند یکه اطلاعات متن یغاتیصرفاً تبل هایتییحذف تو -

 نداشتند.

 که صرفاً شامل هشتگ بودند.  هاییتییحذف تو -

 نیکه به صورت بارز فاقد احساس بودند: ا هاییتییحذف تو -

ا، هداده یآورجمع هیاتخاذ شد که در مرحله اول لیدل نیبه ا میتصم

 ،یخبر تیشده، ماهاستخراج یهاتییاز تو یبخش قابل توجه

ان، ماندن در دادگ یداشتند و در صورت باق یغاتیتبل ای یرساناطلاع

 یشوند. از آنجا که هدف اصل یخنث برچسبباعث غلبه  توانستندیم

احساسات در  لیتحل یمتوازن برا یامجموعه جادیپژوهش، ا نیا

بر  یخنث یهاشد تا حد امکان از تسلط داده یبود، سع یمتون فارس

 شود. یریجلوگ ییمجموعه نها

و  یاخلاق ،یاسیمشکل س ییکه به لحاظ محتوا هاییتییحذف تو -

 داشتند. یمذهب ای

 ایکه درک احساس آنها منوط به بافت بود و  هاییتییحذف تو -

 مبهم بودند.

 در هاداده یاز بارگذار شیپردازش خودکار، پ شی( در مرحله پب

 انجام شد: ریاقدامات ز ،سپاریجمع بستر

 لیپژوهش، تحل نی: از آنجا که هدف اهایموجیا ای هاحذف شکلک -

نقش   توانندیها( م)شکلک هایموجیمتن خام است و ا هیبر پا

 یها ممکن است الگوداشته باشند، حضور آن یقدرتمند یعاطف

 میمستق یِاحساس ریقرار دهد و منجر به تفس ریتأثرا تحت یزبان

 شیب یسازساده ای یریسوگ تینها درمتن( و  ی)بدون پردازش زبان

 یدر متون فارس هایموجیاز ا یاریبس ن،یاز حد شود. افزون بر ا

که در  نیا اینداشته باشند  یروشن یممکن است معادل واژگان

را منتقل کنند. به نظر  یگوناگون احساسات متفاوت یهافرهنگ

واژگان  یةصرفاً بر پا یزبان یهامدل ها،یموجیکه با حذف ا رسدیم

 یترقیدق یابیو به ارز دیآموزش خواهند د یو عبارات نوشتار

 .دیخواهند رس

 <URL>ها با url  ینیگزیجا -

 <USERNAME>@ با هامنشن ینیگزیجا  -

 کاراکتر 02با طول کمتر از  هاییتییحذف تو -

 یتکرار هایتییحذف تو -

 اندادگ یریاز سوگ زیپره یبرا هاتییتو یانیپا یهاحذف هشتگ -

 برهیدادگان کال هیته 3-6

 از دادگان ،یگذاربرچسب ندیو دقت فرآ تیفیاز ک نانیاطم یبرا

 هاتییاز تو ییهاشامل نمونه برهیاستفاده شد. دادگان کال برهیکال

و با دقت بالا توسط دو خبره انتخاب و  یصورت دستبودند که به

انتخاب شدند که  یاها به گونهنمونه نیشدند. ا یگذاربرچسب

 انیرا به وضوح و بدون ابهام ب یا خنثی یاحساسات مثبت، منف

کرد عمل یابیارز بره،یاز استفاده از دادگان کال یدف اصل. هکردندیم

 یکدستیها با دقت و بود که برچسب نیاز ا نانیها و اطمزنبرچسب

 لازم اعمال شوند.

 نیانتخاب شدند. ا شدهیآورجمع یهاتییتو انیاز م برهیکال دادگان

 د:انتخاب شدن ریز یارهایو با توجه به مع یصورت دستبه هاتییتو

 یخنث ای یکه احساسات مثبت، منف ییهاتییوضوح احساس: تو -

 .کردندیم انیطور واضح و بدون ابهام برا به

را پوشش  یکه موضوعات مختلف ییهاتیی: تویتنوع موضوع -

 یها با انواع مختلفزنحاصل شود که برچسب نانیتا اطم دادندیم

 .شوندیاز متون مواجه م

عبارات مبهم  ای هیطعنه، کنا یکه حاو ییهاتییعدم ابهام: تو -

 .شود یریجلوگ یگذارنبودند انتخب شدند تا از خطا در برچسب

صورت درصد کل دادگان بودند، به 42که حدود  برهیکال دادگان

توسط  تییقرار داده شدند. هر تو یاصل یهاداده انیدر م یتصادف

 ،یگذاربرچسب ندیشد، و در طول فرآ یزن بررسسه برچسب

 رهبیکال یهانمونه نیا قیصورت مداوم از طرها بهزنعملکرد برچسب

 برهیکال یهافرد در نمونه کی یزنب. اگر دقت برچسشدیم یابیارز

 ندیصورت خودکار آن فرد را از فرآبه ستمسی بود، ٪22کمتر از 

ذار واگ یگریاو به فرد د یقبل یو کارها کردیحذف م یگذاربرچسب

حاصل کرد که  نانیاطم ت،یفیکنترل ک زمیانمک نی. اشدیم

 دهند.یلازم کار خود را انجام م یکدستیها با دقت و زنبرچسب

 مهم داشت: تیمز نیچند برهیاستفاده از دادگان کال

 یاریعنوان معبه برهیها: دادگان کالزنعملکرد برچسب یابیارز -

 نیها عمل کردند. ازنبرچسب نانیاطم تیدقت و قابل یابیارز یبرا

مک داشتند ک یفیکه عملکرد ضع ییهازنبرچسب ییامر به شناسا

و قابل اعتماد در  قیدق یهازنداد که تنها برچسب نانیکرد و اطم

 اند.مشارکت داشته یگذاربرچسب ندیفرآ

 یخطاها بره،یو اصلاح خطاها: با استفاده از دادگان کال ییشناسا -

 و اصلاح ییشناسا یگذاربرچسب ندیفرآ هیراحل اولدر م یاحتمال

 تیفیک شیو افزا کیستماتیس یموضوع به کاهش خطاها نیشدند. ا

 کمک کرد. ییمجموعه دادگان نها

و  برهیاعتبار مجموعه دادگان: استفاده از دادگان کال شیافزا -

 ییبر آن، اعتبار مجموعه دادگان نها یمبتن تیفیکنترل ک زمیمکان

 یعنوان منبعبه تواندیمجموعه دادگان اکنون م نیداد. ا شیرا افزا

احساسات در زبان  لیتحل یهامدل یابیتوسعه و ارز یمعتبر برا
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 .ردیقرار گ همورد استفاد یفارس

 یگذاربرچسب تیفینه تنها به بهبود ک برهیدادگان کال ت،ینها در

ت از دق یین نهادادند که مجموعه دادگا نانیکمک کردند، بلکه اطم

باعث شد که  کردیرو نی. اندبرخوردار ییبالا نانیاطم تیو قابل

 اتقیتحق یمنبع معتبر برا کیعنوان به شدهجادیمجموعه دادگان ا

مورد استفاده قرار  یاحساسات در زبان فارس لیلدر حوزه تح ندهیآ

 .ردیگ

 هازنآموزش برچسب 3-5

شد که البته  یاز ده نفر دعوت به همکار زنیبرچسب ندیفرا در

 یافراد دانشجو نیاز ا یمشارکت آنها متفاوت بود تعداد زانیم

ه هم آشنا با حوز هیبودند و بق یشناسارشد رشته زبان یکارشناس

 جیادر نت شتریبه توافق ب یابیدست یبودند. برا اتیزبان و ادب

ده ش هیته نامهوهیخواسته شد که ش فرادا نیابتدا از ا ،یزنبرچسب

 یبا جوانب کار جلسات آموزش ییآشنا یرا مطالعه کرده و سپس برا

 نیا یبرگزار شد. در راستا یمجاز ای یبه صورت حضور یمتعدد

 .دیاصلاح گرد یدر موارد ایو  لیمربوطه تکم نامهوهیجلسات، ش

 دادگان  گذاریبرچسب 3-2

توسعه داده شده  سپاریدادگان از بستر جمع گذاریبرچسب یبرا

به  رهبی. سپس دادگان کالدیاستفاده گرد آزمایپارس شگاهیدر آزما

 . گرفت قرار هاهداد ریسا یدر لابلا یطور تصادف

 نیبه ا آزمایپارس سپاریدر سامانه جمع زنیکار برچسب روند

زن ببرچس یبرا نهیبه همراه سه گز تییصورت بود که ابتدا متن تو

و  هیتجز قیکه از طر شدیخواسته م یو از و شدیه مداد شینما

اس مربوط به احس نهیگز نیزبان مورد استفاده در متن، بهتر لیتحل

را  هاتییشد که تو دیکند. به افراد تاک ابرا انتخ تییتو سندهینو

( یمذهب ،یخود )مثلاً فرهنگ قیو علا نهیشیبراساس پ

ر را در نظ سندهینو جانیه اینکنند و فقط احساس  گذاریبرچسب

هم در صفحه قرار داده شد تا اگر  ییمجزا نهی. ضمناً گزرندیبگ

در مرحله  یبصورت سهو ایبه حذف داشت و  ازین یمورد

  را انتخاب کند. نهگزی آن زنحذف نشده بود، برچسب پردازششیپ

 آرا عیتجم  3-2

موجود در  هایتییاز تو کیبرچسب احساس هر  یینها اریمع

توسط  تتویی هر. است هازنبرچسب تیاکثر یمجموعه دادگان، را

 کیو اگر حداقل دو نفر از آنها به  دیگرد گذاریسه نفر برچسب

 تییآن احساس به عنوان برچسب تو دادند،یم یاحساس خاص را

 نیو همچن گذاریبسرعت برچس شیافزا ی. براشدیانتخاب م

 یاز دسترس تییتو کسان،ی یب دو رادر صورت کس ها،نهیکاهش هز

 سوم نبود.  یبه را یازیخارج شد و ن گرانید

 ییمجموعه دادگان نها سازیآماده 3-9

ز ا یکیکه حداقل  ییهاو کنار گذاشتن داده عیاز مرحله تجم پس

 ،یداده بودند و حذف دادگان تکرار یها به حذف آنها رازنبرچسب

 یزن چهارمنشده بودند، به برچسب تیاکثر یکه حائز را ییهاداده

رد ف یآرا افتیدادگان، پس از در نیاز ا یاریداده شدند. برچسب بس

در موردشان  یکه توافق یاز موارد یشد و تعداد کم نییچهارم، تع

 نیق بتواف زانیم یابیارز یحاصل نشده بود، کنار گذاشته شدند. برا

 یبرا 2220و مقدار کاپا استفاده شد -سیفل اریها از معزنبرچسب

 ازیامت ،یبا در نظر گرفتن توافق شانس اریمع نیآن به دست آمد. ا

 . کندیم سبهها را محازنبرچسب انیتوافق م

  2026احساس شامل   لیتحل ییمجموعه دادگان نها ب،یترت نیا به

 رهیذخ CSVمجموعه در قالب  نیبرچسب خورده است. ا تییتو

(، متن پردازش شده id) تییشناسه تو یهاشده و شامل ستون

و سه ستون  تیی( هر توURLوب ) ی(، نشانtweet) تییتو

Negative ،Positive  وNeutral با  ت،ییاست که برچسب هر تو

 در ستون مربوطه مشخص شده است. 4مقدار 

ابر کلمات مربوط به این مجموعه دادگان را نشککان  1شکککل  

 دهد.  می
 

 ایجاد شده : توزیع دادگان در مجموعه دادگان3ل جدو
 برچسب مثبت منفی خنثی

 ها در دستهتوییت   تعداد 4018 6204 081

 ها در دستهدرصد توییت 6320 2220 823

 تعداد کل کلمات در دسته 22286 03240 2823
 

 کلمات کل نهایی. تعداد مجموعه در دادگان کلمات ابر :1شکل 

 64354: فردمنحصربه
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 ارزیابی مجموعه دادگان -1
آن فاقد اصول  ییصحت و کارا یابیمجموعه داده بدون ارز یهته

در  شدهیهپژوهش است. مجموعه دادگان ته یک یلازم برا یعلم

در  task-sharedدر قالب یک  آزمادر رویداد پارسیپژوهش  ینا

های مدلهای مختلف قرار گرفت تا در یک فضای رقابتی اختیار تیم

های سه تیم برتر روی صل از مدل. نتایج حا[37] کنندارائه بهینه 

 آورده شده است. 1دادگان تهیه شده در این مقاله در جدول 
 های مختلف بر روی دادگان: نتایج حاصل از اعمال مدل1ل جدو

F-

Score 
Recall Precision 

Word 

embeding 
 مدل

2232 2220 2232 BERT(PersPoliX2

CrdiffNLP3) 
Meta 

Classifier 

223 2236 223 XLMRoberta 
XLMRoberta 

+CNN 

2212 2218 2210 ALBERT ALBERT 

مربوط به  یحهنت ینبهترهم مشخص است،  1همانطور که در جدول 

 یابه گونه BERTاست که در آن از مدل  یفایرمدل متاکلاس

، BERTبر  یاستفاده شده است که ابتدا با استفاده از مدل مبتن

text embeddings ا ب یینها هایبینییشو سپس پ یدهانجام گرد

 1وشنالکانول یعصب بکهشیه یا چندلا یشبکه عصب یکاستفاده از 

 در قالب بندین طبقهچنداز  ین،صورت گرفته شده است. علاوه بر ا

 یفرد یهاتا از نقاط قوت مدل هشد استفاده یبیترک یهامدل

  PersPoliX یاز مدل زبان یمت ینا ین. همچن[38] شود یبرداربهره

 اسییس-یاجتماع یهابر حوزه مرکزبا ت یفارس یمدل زبان ینکه  اول

استفاده  شده یطراح هاییتو تو یامکالمه یهاداده یاست که برا

 یفارس ییتتو یلیونم یمحدود ن یمدل بر رو یننموده است.  ا

 شده است. یجآموزش داده شد که منجر به بهبود نتا

 گیری و کارهای آتینتیجه -6

هسکککتند که  اییچیدهپ یروانشکککناخت هاییدهپد یعواطف انسکککان

اسککت. آنچه در  یرممکنغ یباًمتن تقر یآنها از رو یص دقیقتشککخ

احسکککاسکککات انجام  یلو تحل یهمربوط به تجز یپژوهشککک یکارها

عواطف  ینشکککل گرفته از ا یاتجربه یصدر واقع تشککخ شککود،یم

 بان متن درآورده است.آن را به ز که فرد آگاهانه یااست؛ تجربه

بر  یدبا ی،اجتماع یهارسانه یقاحساسات از طر ییشناسا هنگام

، کاربران یررسمیاز مشکلات غلبه کرد. سبک نگارش غ یاریبس

 ه،یطعنه و کنا یانه،زبان عام ینو همچن نگارشیو  یاشتباهات گرامر

 یاز جمله موارد هایامطول پ یو کوتاه یرسمیراستفاده از زبان غ

درک  ینها به آنها اشاره شده است. همچندر پژوهش ههستند ک

                                                 
Parsiazma.ir 

2 https://huggingface.co/StateOfTheArtAUT/perspolix-persian-political-

tweet-xlm-roberta-large 
3 https://huggingface.co/cardiffnlp/twitter-xlm-roberta-base-sentiment 

و مبهم است. در  یذهن یمتن، امر یبر مبنا یژهبه و یعواطف انسان

 یوعموض یسندهنو یحالات عاطف یحصح یراستنباط و تفس یجهنت

 یصکه تشخ شوندیموارد باعث م یناست. همه ا یزچالش برانگ

دشوار باشد. موضوع مهم مری اخودکار  هایسامانه یاحساسات برا

مجموعه داده  یازمندخودکار ن هایسامانهآن است که همه  یگرد

گسترده موضوعات مورد بحث در  یفط یلمناسب هستند، اما به دل

 یهااز داده یمجموعه داده کامل یدست یجادا ی،اجتماع یهارسانه

قابل تصور باشد،  یعاطف یطشده که شامل همه شرا یگذاربرچسب

 ینههمه کاربردها به یکه برا یادشوار است، مخصوصاً مجموعه داده

 یها در پژوهش حاضر، شبکه اجتماعچالش ینباشد. با توجه به ا

 یرد،گیم برذکر شده را در  هاییچیدگیهمه پبه نحوی که  ییترتو

 که سپاریدادگان انتخاب شد و با استفاده از بستر جمع یهته یبرا

 یشده بود، مجموعه داده مناسب سازییبوم آزمایپارس یشگاهدر آزما

 ییتتو 2222از  یشب ی( حاویگستره موضوع یت)بدون محدود

 خورده، آماده شد.برچسب

دهنده کیفیت مناسب مجموعه دادگان گرچه نتایج ارزیابی نشانا

تواند می، حجم دادگان لاًمث ،وجود داردنیز هایی است، اما محدودیت

های بیشتری آموزش ببینند و عملکرد ها با دادهافزایش یابد تا مدل

توان شدت بهتری داشته باشند. همچنین، در کارهای آینده می

احساسات )مثلاً بسیار مثبت، کمی مثبت، خنثی، کمی منفی، بسیار 

 .شود تری انجاممنفی( را نیز در نظر گرفت تا تحلیل احساسات دقیق
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Abstract 

The present study examines and analyzes user reviews on the Digikala store with the goal of detecting deceptive 

reviews. Initially, user review data were collected and pre-processed, followed by the identification of deceptive 

reviews using various machine learning models and large language models. The results showed that deceptive 

reviews were mostly written by users with lower credibility, and reviews that received more dislikes had lower 

credibility. Additionally, positive reviews were the most frequent, and users who left positive reviews often 

received more likes. This study demonstrated that using large language models and machine learning helps 

improve the detection of deceptive reviews, enhances the accuracy of user review monitoring systems, and better 

identifies valuable and influential users. 
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تشخیص نظرات کالا با هدف تحلیل نظرات کاربران در فروشگاه دیجی

 فریبنده
 

 2علیرضا شیخ، 4حسین سرلک
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 دهیچک

 ترنتیاین پژوهش حاضر به بررسی و تحلیل نظرات کاربران در فروشگاهروند. های ارزشمند یک پلتفرم به شمار میکاربران معتبر، دارایی

پردازش شد و سپس با استفاده آوری و پیشهای نظرات کاربران جمعکالا با هدف تشخیص نظرات فریبنده پرداخته است. ابتدا، دادهدیجی

 . نتایج نشان داد که نظرات فریبنده درصورت گرفتنظرات فریبنده شناسایی های زبانی بزرگ، های مختلف یادگیری ماشین و مدلاز مدل

دارای اعتبار کمتری  ،بیشتری دریافت کردند 0لایکو نظراتی که تعداد دیس هتر نوشته شدکاربرانی با اعتبار پایین توسط ،بیشتر موارد

کنند. این های بیشتری دریافت می2لایک ، در بیشتر مواقعهستند. همچنین، نظرات مثبت بیشترین تعداد را دارند و کاربران با نظرات مثبت

های های زبانی بزرگ و یادگیری ماشین به بهبود تشخیص نظرات فریبنده و افزایش دقت سیستماستفاده از مدلپژوهش نشان داد که 

 .کندثیرگذار کمک میأنظارت بر نظرات کاربران و همچنین شناسایی بهتر کاربران باارزش و ت

 

 .های عصبی عمیقکاربران، شبکه های زبانی بزرگ، تحلیل نظراتنظرات فریبنده، یادگیری ماشین، مدل: کلیدواژگان
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  مقدمه -4

به  آن امروزه، با گسترش فناوری اطلاعات در جهان و ورود سریع

 های سنتیوکار الکترونیکی جایگزین روشزندگی روزمره، کسب

دهند که در دنیای رقابتی شده است. مطالعات بسیاری نشان می

حفظ، نگهداری و ارتباط با  وابسته بهها کنونی، موفقیت شرکت

(. به دنبال آن، دنیای بازاریابی 2119، 0)هسیائو باشدمی مشتری

تحولات  دستخوشینده نیز آو در  هکردشرایط جدیدی را تجربه 

 ها در سطح جهانبیشتری خواهد بود. علت اینکه بسیاری از شرکت

دهان به دهان  بازاریابی برای ترویج محصولات و خدمات خود به

گرایش نشان دادند، همین واقعیت است. یکی از مقرون به 

 یهای بازاریابی مناسب براترین، موثرترین و معتبرترین روشصرفه

های این فضا، بازاریابی الکترونیکی به خصوص تبلیغات در شبکه

(. بنابراین، این روزها مشتریان 2102، 2اجتماعی است )جعفرپیشه

طور چشمگیری رفتارهایشان را همسو با فناوری و محیط اقتصادی به

، آوردهدهند. آنها حجم زیادی از اطلاعات را به دست دنیا تغییر می

و اعتمادشان را نسبت به شده با آنها آشنا  و خبراز محصولات با 

دهند. محصولات و خدمات سفارشی را ترجیح تبلیغات از دست می

رها وکادهند. بنابراین، کسبهای خرید خود را تغییر میداده و کانال

 ودخ برای بقا مجبور به اصلاح یا حتی تغییر راهبردهای تبلیغاتی

یق و رفتارهای مشتریان برآیند هستند تا از عهده تغییرات، حقا

 (.2107و همکاران،  7)سیو

 تری از تجارتتر و عمیقوکار الکترونیک تعریفی گستردهکسب

تنهـا شـامل خرید و فروش محصولات و الکترونیک دارد که نـه

شود بلکه ارائه خدمات به مشتریان، مشـارکت شـرکای خدمات می

سازمانی ت الکترونیکی درونوکار، آموزش الکترونیکی و مبادلاکسب

گیرد. نخستین بار شرکت آی.بی.ام، اصطلاح را نیز در برمی

ی رویکـرد»وکار الکترونیک را به صورت زیر تعریـف کـرد: کسب

پذیر و یکپارچه برای دستیابی به ارزش در امن، انعطاف

ها و وسـیله ایجـاد ترکیبی از سیستمه وکارهای متفاوت بکسب

وکار با حفـظ سـادگی و که بر فعالیت اصلی کسب فرآیندهایی

ی در شرایط کنونی یک«. اسـتفاده از فناوری اینترنت استوار هستند

 نظرسنجیاز مهمترین ساختارهای مربوط به کسب اطلاعات، 

کاربران از یکدیگر است که در قدرت و اعتباربخشی به محصول و 

ل به همین دلی برند و یا تضعیفش نقشی کلیدی و اساسی دارد و

زا در این زمینه با آسیب به محصول و توسعه نظرات فریبنده و آسیب

آن و شرایط برند همراه است که همین مسأله اهمیت پرداختن به 

                                                 
1 Hsiao 
2 Jafarpishe 

 کند. این موضوع را بسیار زیاد می

با توجه به رشد روزافزون اخیر در تجارت الکترونیکی و سیستم ارائه 

بایلی و ارائه خدمات به صورت ارتباط های موخدمات به صورت برنامه

کاربران با یکدیگر شناخت شرایط و مدل نظرات فریبنده بسیار مهم 

سازی تشخیص نظرات در این زمینه و با هدف است. بنابراین، مدل

مقابله با این چالش به قصد رفتاری، اعتماد مشتریان و رضایت 

زم و موبایلی لا هایویژه در سیستم برنامهالکترونیکی مشتریان به

ضروری است و به توسعه و بهبود این فناوری در کشورمان کمک 

کند. این ساختار، زمینه بهبود شرایط و محافظت از شایانی می

کند و منافع بسیاری برای سازمان دارد شرایط سازمان را فراهم می

گذاری در این حوزه استفاده کرد. توان از آن در امر سیاستکه می

ر این مسأله، خلأ نظری و پژوهشی از دلایل دیگر اهمیت و در کنا

 .ضرورت پژوهش حاضر در این حیطه است

 مبانی نظری -2

  نظرات برخط فریبنده -2-4

کننده آنلاین در عصر اقتصاد پلتفرم )یعنی شکل جدیدی از مصرف

های اینترنتی برای های دیجیتال و پلتفرماقتصاد که از فناوری

کند( بسیار مهم است منابع استفاده میدهی هماهنگی و سازمان

های برخط، بررسی (.2122؛ یو و همکاران، 2120)وانا و لامبرشت، 

کنندگان قرار اطلاعات ارزشمندی را برای خرید در اختیار مصرف

برای  (. 2109؛ لی و همکاران 2120دهند )لی و همکاران می

برخط  هایوکارهای با الگوی  تجارت الکترونیک، بررسیکسب

کنندگان برای بهبود های مصرفتواند به درک بهتر نگرانیمی

در  (.2122محصولات یا خدمات کمک کند )وانگ و همکاران، 

برای های برخط به منبع اطلاعاتی مهمی نتیجه، بررسی

وکارهای تجارت الکترونیک تبدیل شدند کنندگان و کسبمصرف

 %92نجی عمومی، بر اساس یک نظرس (.2121)لمب و همکاران، 

عنوان مرجع در خرید کنندگان در واقع از نظرات برخط بهمصرف

گویند کنندگان میاین مصرف %91کنند و برخطشان استفاده می

که نظرات مثبت، بیشتر به استفاده از یک محصول در 

کنند )ژانگ و همکاران های خرید به آنها کمک میگیریتصمیم

، های برخطلیل عدم بررسی دقیق بررسیبا وجود این، به د  (.2122

های فریبنده تولید و برای سودجویی استفاده تعداد زیادی از بررسی

شوند و به مشکل بزرگی در عصر اقتصاد پلتفرم تبدیل شدند می

 (. 2107؛ ژوانگ و همکاران 2022 .)پانگ و همکاران

3 Cui 



 کالا با هدف تشخیص نظرات فریبندهتحلیل نظرات کاربران در فروشگاه دیجی

 

 

دف ه ای هستند که باکنندههای گمراهنظرات فریبنده شامل دیدگاه

تبلیغی یا ضدتبلیغ نگاشته و باعث فریفتگی در نظرکاوی شده و نیز 

در بیشتر موارد، کنند. در کسب تحلیل معنایی اختلال ایجاد می

وند شهای بد در خرید برخط منجر میهای فریبنده به تجربهبررسی

(، ضرر اقتصادی برای 2121؛ لمب و همکاران، 2109)جزیری، 

کنند و در نتیجه به اعتبار یجاد میکنندگان برخط امصرف

وکارهای درگیر و بیشتر اقتصاد پلتفرم در کل آسیب کسب

 Daily (.  برای مثال، تحقیقات2107)ژانگ و همکاران،  رسانندمی

Mail  نظرات  0سایت آمازون زا درهای آسیبنشان داد که شرکت

ها فروشند که میلیونفروشان برخط میای را به خردهفریبنده

های خرید بد احتمالی در معرض خطر مشتری آمازون را با تصمیم

های برخط فریبنده به موضوعی دهند. از آنجایی که بررسیقرار می

های فراگیر در اقتصاد پلتفرم امروزی تبدیل شدند، مطالعه بررسی

فریبنده بیش از پیش توجه صنعت و دانشگاه را به خود جلب کرده 

 .(2127ن، است )ژانگ و همکارا

  انگیزه اثرگذار بر نظرات برخط فریبنده -2-2

ناشی از ارزش تجاری آنهاست که  ،های آنلاین فریبندهانگیزه بررسی

ها در عصر اقتصاد پلتفرم همراه با گسترش سریع این نوع بررسی

(. 212؛ پلوتکینا و همکاران 2120)چاترجی و همکاران  شده است

های بررسی برخط فریبنده نگیزهطور کلی، کمبود چارچوب برای ابه

 در زمینه تجارت الکترونیک وجود دارد.

یزه توان به انگهای برخط فریبنده را میطور کلی، انگیزه بررسیبه

 (. 2107بیرونی و انگیزه داخلی تقسیم کرد )حسین و همکاران، 

های های فریبنده ناشی از انگیزه خارجی به دستکاری بررسیبررسی

فروشندگان برای انگیزه مالی اشاره دارد و در بیشتر  برخط بوسیله

موارد این نظرات فریبنده بوسیله پوسترهای پولی )کومار و همکاران 

شوند )لی و ( برای منافع مالی یا مزیت رقابتی ارسال می2109

ای (. در اینجا، پوسترهای پولی به بازبینان فریبنده2107همکاران 

شندگان برای ارسال نظرات برخط جعلی اشاره دارند که بوسیله فرو

گیرند. در فضای رقابتی های فروشندگان پول میبر اساس اولویت

فزاینده بازار، تعداد بیشتری از مشاغل تجارت الکترونیک نگران 

های برخط را دستکاری کنند و از هستند که سایر مشاغل بررسی

 ذارندوکار اثر منفی بگاین طریق بر عملکرد و سودآوری کسب

 (. 2107)گاسلینگ و همکاران، 

ای را برای توانند نظرات فریبندهکنندگان میهمچنین، مصرف
                                                 

1 www.Amazon.com 
2 Lie 
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 -شناختی خود دریافت پاداش از فروشندگان و ارضای نیازهای روان

برای انجام دهند. سازوکار پاداش، انگیزه مهمی  انگیزه درونی

 است )یو وکنندگان برای ارسال نظرات منفی در این زمینه مصرف

دهد که کننده نشان می(. یک نظرسنجی از مصرف2122همکاران، 

کنندگان را به سمت ارسال نظرات برخط های مالی مصرفپاداش

تا جایی که به  (2121)وو و همکاران،  دهندتر سوق میفریبنده

(، 2100شود. اندرسون و سیمستر )نیازهای روانی مربوط می

ی برخط فریبنده برای ارضای نیازهای هامعتقدند که گاهی بررسی

کنندگان مانند احترام از طرف گروه یا رهایی از غیرپولی مصرف

شوند. کاربران برخط، گاهی خشم ناشی از تجربیات بد ارسال می

های برخط فریبنده های مجازی متعددی را برای ارسال بررسیهویت

کننده ت گمراههای جعلی برای ارسال اطلاعاایجاد کرده یا از هویت

 کنند )وانگدر فضاهای مجازی برای جلب توجه دیگران استفاده می

کردند که نیاز به (. مطالعات قبلی پیشنهاد می2109و همکاران 

جویی های اقتصادی و مشاورهتعامل اجتماعی، میل به انگیزه

کنندگان برای نوشتن نظرات برخط برای مصرفهای مهمی انگیزه

 (.2120؛ وانا و لامبرشت، 2120و همکاران هستند )کاپور 

 پیشینه پژوهش -2-7

 های عصبی[، سعی کردند با استفاده از شبکه00همکارانش ] و 2لی

عمل یادگیری را انجام دهند و برای تشخیص  ، (CNN)کانوولوشنی

ها استفاده کردند. نتایجی که از این فریبنده از این شبکه نظرات

 در مسئله CNNهای کارآمدی شبکهدست آمد نشان از پژوهش به

ای (، در مطالعه2106) 0و ژانگ 7تشخیص نظرات فریبنده داشت. رن

برای تشخیص نظرات فریبنده از یادگیری در سطح سند استفاده 

اده شود و با استفکردند. در این مقاله، ابتدا یک سند به مدل داده می

ترکیب  6شدهگذاریعصبی بازگشتی گیت که با یک شبکه CNNاز 

شود و نمایش آنها یادگیری می شده، جملات، ساختار آنها و نحوه

شوند. سپس، این بردارها بردارهای سند با این روش استخراج می

صورت مستقیم برای یادگیری برای تشخیص نظرات فریبنده به

اى را ، مقاله2107و همکارانش در سال  6شوند. وانگاستفاده می

دت مهای حافظه کوتاهدر آن با استفاده از شبکهمنتشر کردند که 

قابل  ( سعی در تشخیص نظرات داشتند. نکتهLSTMطولانی )

 این است که آنها با مقایسه توجهی که در این مقاله وجود دارد

های آنها با روش های مختلف یادگیری ماشین و مقایسهروش

ن یدند که از بیهای یادگیری عمیق به این نتیجه رسجدیدتر و مدل

4 Zhang 
5 RNN-Gated 
6 Wang 
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های یادگیری عمیق برای این مسئله کارایی های مختلف، روشروش

نسبت به ماشین بردار پشتیبان  LSTMهای  بهتری دارند و شبکه

(SVMمناسب ) 2121تر هستند. در پژوهش دیگری که در سال 

 های حافظهو همکارانش انجام شد نیز از شبکه 0بوسیله ماهالاکشمی

( استفاده شد. آنها در این پژوهش از LSTMلانی )مدت طوکوتاه

و با دستیابی به دقتی در  استفاده کردهOpSpam مجموعه داده 

های کلاسیک یادگیری آن با مدل درصد و مقایسه 76تا  71حدود 

ترین همسایه و نزدیک-kماشین مانند ماشین بردار پشتیبان، 

 های دیگر به دقت بهتری دست یافتند.مدل

 شناسیوشر -2-1

اد ضمن ایج پژوهش حاضر، با هدف تشخیص نظرات فریبنده فارسی

های منتخب یادگیری مجموعه داده مناسب پس از بررسی روش

ها بر اساس ماشین و یادگیری عمیق به اعمال و مقایسه این روش

کند. در و ... اقدام می F1های عملکردی دقت، صحت، امتیاز سنجه

ی یادگیری مختلفی برای انجام پروژه استفاده هااین مطالعه، از مدل

 شد.

 مدل اجرایی پژوهش حاضر -2-6

کالا انجام شد. صورت عملیاتی در شرکت دیجیاین پژوهش، به

 مراحل انجام پژوهش به شرح زیر است:

پردازش و آوری، پیشمرحله اول: جمع -2-6-4

 گذاریبرچسب

 آوریجمع: 

 611دریافت نظر از کالا به دیجیهای عمومیسرویسبا توجه به وب

ای های غیرضروری مجموعه دادههزار کاربر اقدام و با حذف داده

 مطابق جدول زیر ایجاد شد:

 ایجاد یک مجموعه داده جدید مبتنی بر مجموعه داده موجود .4 جدول

Comment 
User_ID 

Like 

Dislike 

User_score 

 پردازشپیش: 

 برای محاسبه اعتبار از فرمول زیر استفاده شد:

                                                 
1 Mahalakshmi 

𝑠𝑐𝑜𝑟𝑒 = ((𝑎 ∗ 𝐿) − (𝑏 ∗ 𝐷)) + (𝑐 ∗ 𝐶)

ه در شود کبرای محاسبه امتیاز اعتبار کاربران از فرمولی استفاده می

( و محتوای کامنت Dها )لایک(، تعداد دیسLها )آن تعداد لایک

(Cبه )شوند. ضرایب عنوان ورودی در نظر گرفته میa ،b  وc  وزن

ها، اهمیت لایک aکنند. ضریب نسبی هر ویژگی را مشخص می

اهمیت محتوای کامنت را  cها و ضریب لایکاهمیت دیس bضریب 

ها نسبت به محتوای کامنت دهد. برای مثال، اگر لایکنشان می

در نظر  cبیشتر از ضریب  aداشته باشند ضریب  اهمیت بیشتری

دهند تا تاثیر هر شود. این ضرایب این امکان را به ما میگرفته می

ها را روی امتیاز نهایی کاربر تنظیم کرده و امتیاز نهایی یک از ویژگی

 .ردتری محاسبه کطور دقیقبهبتوان را 

ازی این امتیازات ساعتبار خام کاربران، برای نرمال پس از محاسبه

شود. همچنین، این از فرمول زیر استفاده می 011تا  1 در بازه

تر امتیازات کاربران مختلف بهتر و عادلانه سازی برای مقایسهنرمال

 .شودانجام می

(minScore−𝑆𝑐𝑜𝑟𝑒)

(min𝑆𝑐𝑜𝑟𝑒max−𝑆𝑐𝑜𝑟𝑒)
× 100 = 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑆𝑐𝑜𝑟𝑒

 گذاریبرچسب: 

گذاری نظرات کاربران ایجاد کردیم یک رابط کاربری برای برچسب

دهد تا با دقت و سرعت نظرات را که به کارشناسان خبره امکان می

بارگیری مجدد »گذاری کنند. هر زمان که دکمه ارزیابی و برچسب

های یک محصول به تای از کامنکلیک شود، مجموعه« هاداده

ها شامل اطلاعاتی چون شود. این کامنتکارشناس نمایش داده می

ها و امتیاز اعتبار کاربر هستند. لایکها و دیسمتن نظر، تعداد لایک

تواند فراوانی احساسات نظرات را در این رابط کاربری، کارشناس می

 به در سه دسته منفی، خنثی و مثبت مشاهده کند. این اطلاعات

کنند تا الگوهای کلی احساسات کاربران را کارشناسان کمک می

درک کنند. همچنین، توزیع میانگین اعتبار کاربران در این سه دسته 

شود تا به کارشناسان نشان دهد که کاربران با نیز نمایش داده می

چه سطح اعتباری نظرات خود را ارائه کردند. کارشناسان با توجه به 

لایک هر و همچنین با بررسی میزان لایک و دیس این اطلاعات

گیری کنند که آیا یک نظر کامنت قادر خواهند بود تا تصمیم

جامع  گیری بر اساس تحلیلفریبنده است یا غیرفریبنده. این تصمیم

 شود.از محتوای نظر، بازخورد کاربران و اعتبار نویسنده نظر انجام می

 مرحله دوم: پردازش -2-6-2

ویژه مدل ( و بهLLMهای زبان بزرگ )، از مدلدر این پروژه



 کالا با هدف تشخیص نظرات فریبندهتحلیل نظرات کاربران در فروشگاه دیجی

 

 

ParsBert  استفاده شد که مدل ترانسفورمری پیشرفته برای زبان

 های معنایی متن راها قابلیت استخراج ویژگیفارسی است. این مدل

های متنی را به بردارهای عددی کنند تا دادهدارند و به ما کمک می

  ماشین تبدیل کنیم.های یادگیری قابل استفاده در مدل

نحوه تبدیل متن به بردار به اینصورت است که هر کلمه از متن به 

شود. این فرآیند با استفاده از یک ( تبدیل میTokenیک توکن )

کند. از آن استفاده می BERTشود که نامه خاص انجام میواژه

شامل کلمات رایج و زیرکلمات است که به مدل  BERTنامه واژه

های قابل فهم کند تا حتی کلمات ناشناخته را به توکنکمک می

 `[CLS]`شود: تبدیل کند. برای هر جمله، دو توکن خاص اضافه می

مخفف  `[CLS]`در انتهای جمله.  `[SEP]`در ابتدای جمله و 

«classification »کند عنوان نماینده کل جمله عمل میاست و به

 شود.ملات استفاده میبرای جداسازی ج `[SEP]`در حالی که 

به  شوند کههای ورودی به بردارهایی با ابعاد ثابت تبدیل میتوکن

شود. این بردارها شامل گفته می Token Embeddingاین فرآیند 

ها و همچنین موقعیت آنها در جمله اطلاعاتی درباره خود توکن

 Segment Embeddingشده شامل هستند. بعلاوه، بردارهای تعبیه

 Segment Embeddingنیز هستند.  Position Embeddingو 

کند که هر توکن به کدام جمله )اگر بیش از یک جمله مشخص می

موقعیت هر  Position Embeddingوجود داشته باشد( تعلق دارد و 

 دهد.توکن را در جمله نشان می

ها از طریق چندین لایه ترنسفورمر عبور شده از توکنبردارهای تعبیه

-Feedو  Self-Attentionکنند. هر لایه شامل سازوکارهای یم

Forward Neural Networks کند تا است که به مدل کمک می

به  Self-Attentionهای پیچیده بین کلمات را درک کند. وابستگی

دهد که به تمام کلمات در جمله توجه کند و اهمیت مدل اجازه می

-Feedک کند، در حالی که هر کلمه را نسبت به کلمات دیگر در

Forward Neural Networks  اطلاعات پردازش شده را تقویت و

 کند.اصلاح می

های ترنسفورمر، بردار نهایی هر توکن استخراج پس از عبور از لایه

عنوان نماینده کل جمله به `[CLS]`شود. بردار مربوط به توکن می

ورودی برای وظایف عنوان تواند بهشود و میدر نظر گرفته می

بندی، ترجمه یا تولید متن استفاده شود. این مختلف مانند طبقه

شده از جمله است و به بردار نهایی ترکیبی از تمام اطلاعات پردازش

ل با دقت بیشتری به تحلی کند تاهای یادگیری ماشین کمک میمدل

                                                 
1 training set 
2 test set 
3 cross-validation 

  های خود بپردازند.بینیو پیش

 تر، باید متادیتای بیشتری درقهمچنین برای تشخیص بهتر و دقی

اختیار مدل قرار داد. این متادیتا شامل اطلاعات اضافی و مرتبط با 

ند. کتر نظرات به مدل کمک میهر نظر است که در فهم بهتر و دقیق

ها، تعداد شده شامل تعداد لایکدر پژوهش حاضر، متادیتای اضافه

است. این اطلاعات به ها، اعتبار کاربران و برچسب نظرات لایکدیس

های دیگری که کنند تا علاوه بر متن نظرات، ویژگیمدل کمک می

 ممکن است بر تحلیل نظرات تأثیر بگذارند را نیز مد نظر قرار دهد.

 مرحله سوم: یادگیری و آزمایش و ذخیره -2-6-7

 های آموزشی و آزمایشیها به مجموعهتقسیم داده 

شوند. تقسیم می 2و آزمایشی 0یها به دو مجموعه آموزشابتدا داده

شود. در این پروژه، تر مدل انجام میاین کار به منظور ارزیابی دقیق

درصد برای آزمایش مدل  26ها برای آموزش و درصد از داده 36

ا در هاستفاده شدند. همچنین، برای حفظ توزیع یکنواخت برچسب

( stratified samplingشده )بندیهر دو مجموعه از روش طبقه

 شود.استفاده می

 اندازی محیط راهPyCaret 

های یادگیری ماشین، سازی فرآیند آموزش و ارزیابی مدلبرای ساده

ای محیط یکپارچه PyCaretشود. استفاده می PyCaretاز کتابخانه 

ها و ارزیابی عملکرد آنها ها، آموزش مدلپردازش دادهبرای پیش

کردن با مشخص PyCaretیط کند. در این مرحله، محفراهم می

شود تا فرآیند آموزش اندازی میمتغیر هدف و تنظیمات اولیه راه

 ها به صورت خودکار انجام شود.مدل

 هامقایسه مدل 

PyCaret های مختلف یادگیری ماشین قابلیت مقایسه خودکار مدل

های مختلف با استفاده از کند. در این مرحله، مدلرا فراهم می

شوند تا بهترین مدل بر اساس مقایسه می 7ی متقابلاعتبارسنج

معیارهای مختلف ارزیابی انتخاب شود. این مقایسه شامل بررسی 

 و غیره است. 6، یادآوری6صحت، 0معیارهایی مانند دقت

 بینی با بهترین مدلپیش 

بینی روی مجموعه پس از انتخاب بهترین مدل، این مدل برای پیش

ینی ب. در این مرحله، عملکرد مدل در پیششودآزمایشی استفاده می

شود. مدل با استفاده از های جدید و ناشناخته ارزیابی میداده

4 accuracy 
5 precision 
6 recall 
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شود تا معیارهای مختلفی مانند دقت، های آزمایشی امتحان میداده

 دقت مثبت و یادآوری محاسبه و گزارش شوند.

 ترسیم ماتریس سردرگمی 

 ها، ماتریسحیح نمونهبندی صبرای بررسی عملکرد مدل در دسته

دهد که مدل تا چه شود. این ماتریس نشان میرسم میسردرگمی 

های ها موفق بوده است و تعداد نمونهبندی صحیح نمونهحد در دسته

دهد. این ارزیابی به بندی شده را نمایش میدرست و نادرست دسته

 کند.درک بهتر نقاط قوت و ضعف مدل کمک می

 ذخیره مدل 

شود تا در آینده بتوان آمده ذخیره میدستیت، بهترین مدل بهدر نها

های جدید استفاده کرد. ذخیره مدل این بینی دادهاز آن برای پیش

دهد که بدون نیاز به آموزش مجدد از مدل امکان را به ما می

های جدید استفاده های مختلف و برای دادهدیده در محیطآموزش

 کنیم.

 تشخیصمرحله چهارم:  -2-6-1

ا شود که بتواند بهای جدید، تابعی طراحی میبینی دادهبرای پیش

بینی های جدید را پیشدیده، برچسب دادهاستفاده از مدل آموزش

های ورودی جدید را دریافت کرده و آنها را کند. این تابع ابتدا داده

طور که در مرحله کند، همانبه بردارهای ویژگی عددی تبدیل می

های آموزشی انجام شد. سپس، این بردارهای ازش برای دادهپردپیش

شوند و مدل با استفاده از الگوها شده وارد میویژگی به مدل ذخیره

و روابطی که در مرحله آموزش یاد گرفته است، برچسب مناسب را 

 کند. بینی میبرای هر ورودی جدید پیش

خصات مش نشان داده شد. 0فلوچارت روش پیشنهادی در شکل 

 قابل مشاهده است. 2ها نیز در جدول داده

                                                 
1 String 
2 Integer 
3 Float 

 
 فلوچارت روش پیشنهادی .4 شکل

 

 شدههای استفادهمشخصات داده .2 جدول

 توضیح نوع داده نام فیلد

Comment متن نظر کاربر 0متن 

Like هایی که نظر دریافت تعداد لایک 2عدد صحیح

 کرده
Dislike هایی که نظر لایکتعداد دیس عدد صحیح

 دریافت کرده

user_score تا  1امتیاز اعتبار کاربر )مقداری بین  7عدد اعشاری

011) 

sentiment احساس نظر )مثبت یا منفی( متن 

User_ID شناسه یکتای کاربر متن 

Date تاریخ ارسال نظر به صورت یونیکس  عدد صحیح

 0استمپتایم

label کننده یا غیر برچسب نظر )گمراه 6متن

 کننده(گمراه

Brand_Id شناسه برند محصول عدد صحیح 

Product_Id شناسه یکتای محصول متن 

4 Unix Timestamp 
5 String 



 کالا با هدف تشخیص نظرات فریبندهتحلیل نظرات کاربران در فروشگاه دیجی

 

 

 هایافته -7

ترین شوند. بیشنظرات در سه سطح مثبت، خنثی و منفی بررسی می

 31،111تعداد نظرات در دسته نظرات مثبت قرار دارند که حدود 

دهنده شود. این میزان بالای نظرات مثبت نشاننظر را شامل می

شده است. در کلی کاربران از محصولات و خدمات ارائه رضایت

نظر در مرتبه دوم قرار دارند  21،111مقابل، نظرات خنثی با حدود 

که بیانگر عدم تمایل کاربران به ابراز نظر خاصی درباره محصولات 

نظر  06،111یا خدمات است. در نهایت، نظرات منفی با حدود 

اند که نمایانگر نارضایتی دادهکمترین تعداد را به خود اختصاص 

های محصولات یا خدمات است. این توزیع کاربران از برخی جنبه

 کند تا درک بهتری از رضایتگران کمک میفراوانی نظرات به تحلیل

و نارضایتی کاربران نسبت به برند و محصولات کسب کنند و بتوانند 

 .به بهبود کیفیت خدمات و محصولات بپردازند

، بررسی تغییرات نظرات نشان داد که نظرات مثبت طی همچنین

طور کلی روند افزایشی داشته و بیشترین تعداد نظرات ها بهسال

دهنده مشاهده شد که نشان 2121و  2109های مثبت در سال

ها است. نظرات خنثی نیز طی افزایش رضایت کاربران در این سال

ری نسبت به نظرات ها تا حدودی ثابت بوده و تغییرات کمتسال

مثبت داشتند. این نظرات بیانگر کاربرانی هستند که نظر خاصی 

نسبت به محصولات یا خدمات نداشتند و روند آنها در طول زمان 

ها تغییرات زیادی نداشته و تا پایدار بود. نظرات منفی نیز طی سال

 لها مانند ساحدودی ثابت باقی ماندند. با این حال، در برخی از سال

شود که ، افزایش جزئی در تعداد نظرات منفی مشاهده می2121

ها است. این توزیع فراوانی دهنده مشکلات خاصی در آن سالنشان

کند تا تغییرات گران کمک مینظرات بر اساس سال به تحلیل

احساسات کاربران را در بازه زمان بررسی کرده و بتوانند به شناسایی 

 .ف محصولات و خدمات بپردازندروندها و نقاط قوت و ضع

ه دهد کهای نظرات و اعتبار کاربر نشان مینمودار ارتباط بین لایک

طور های نظرات، امتیاز اعتبار کاربران نیز بهبا افزایش تعداد لایک

ای کمتر هیابد. بیشتر کاربران با تعداد لایکقابل توجهی افزایش می

هستند اما برخی کاربران با  تریدارای امتیاز اعتبار پایین 611از 

های بالاتر، امتیاز اعتبار بسیار بالاتری دارند. این رابطه تعداد لایک

 دهد که نظراتها و اعتبار کاربران نشان میمثبت بین تعداد لایک

مورد تایید بیشتر کاربران )با تعداد لایک بالا( اغلب بوسیله کاربران 

ا ن اطلاعات به شناسایی کاربران ببا اعتبار بالاتر نوشته شده است. ای
                                                 

1 Accuracy 
2 Precision 
3 Recall 
4 F1-score 

ارزش و تاثیرگذار و همچنین به بهبود راهبردهای تعامل با کاربران 

 کنند.کمک می

   

 های نظرات و اعتبار کاربرارتباط بین لایک .2 شکل

 شدههای انجاممشخصات آزمایش -7-4

 هابینی دستههای یادگیری ماشین در پیشجدول عملکرد مدل

معیارهای مختلفی برای ارزیابی مدل است که به ، شامل (7)جدول 

کند. این  معیارها شامل ها کمک میتر عملکرد مدلتحلیل دقیق

، ضریب 6، ضریب کاپاF10امتیاز ،7، بازخوانی2صحت، 0دقت

دهد که چه هستند. دقت نشان می 3و زمان اجرا 6همبستگی متیوز

 قت نشانبندی شدند. دها به درستی طبقهنسبتی از کل نمونه

ی بینعنوان مثبت پیشهایی که بهدهد که از بین تمام نمونهمی

لی با ویژه در مسائشدند، چه نسبتی به درستی مثبت هستند که به

دهد که از هزینه مثبت کاذب بالا اهمیت دارد. بازخوانی نشان می

ت عنوان مثبهای مثبت، چه نسبتی به درستی بهبین تمام نمونه

که زمانی مهم است که هزینه منفی کاذب بالا باشد.  بینی شدندپیش

میانگینی از دقت و بازخوانی است و توازن بین این دو  F1  امتیاز

ها ویژه زمانی مفید است که توزیع دادهدهد که بهمعیار را نشان می

معیاری برای سنجش میزان توافق مدل ضریب کاپا  نامتوازن است.

 گیرد. مقدار بالاتردفی را در نظر میبا واقعیت است که اثرات تصا

. ضریب های واقعی استدهنده توافق بیشتر مدل با دادهنشان کاپا

ی هایک معیار کلی برای سنجش عملکرد مدلهمبستگی متیوز، 

های مثبت و هم منفی را در نظر یادگیری ماشین است که هم داده

توازن کارایی های نامویژه در مجموعه دادهگیرد. این معیار بهمی

دهنده عملکرد نشان 0بالاتری نسبت به دقت دارد و مقدار نزدیک به 

زمان موردنیاز برای اجرای مدل را مدت. زمان اجرا بهینه مدل است

دهد و نقش مهمی در انتخاب مدل برای کاربردهای عملی نشان می

5 Kappa 
6 MCC 
7 TT 
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 هایی که نیاز بهتر، در سیستمهایی با زمان اجرای کوتاهدارد. مدل

این معیارها  .پردازش سریع دارند، ارجحیت بیشتری خواهند داشت

ی های بهتر براگیریطور جامع و تصمیمها بهبه ارزیابی عملکرد مدل

 .کنندهای یادگیری ماشین کمک میبهبود مدل

 هابینی دستههای یادگیری ماشین در پیشعملکرد مدل .7 جدول

  Model Accuracy AUC Recall Prec. F1 Kappa MCC TT (Sec) 

knn K Neighbors Classifier 0.9555 0.9749 0.9555 0.9569 0.9554 0.9106 0.9122 0.2720 

xgboost Extreme Gradient Boosting 0.9515 0.9753 0.9515 0.9538 0.9513 0.9025 0.9050 2.3200 

lightgbm Light Gradient Boosting Machine 0.9494 0.9708 0.9494 0.9516 0.9493 0.8985 0.9008 6.3420 

ada Ada Boost Classifier 0.9434 0.9730 0.9434 0.9445 0.9433 0.8865 0.8876 2.9060 

gbc Gradient Boosting Classifier 0.9393 0.9739 0.9393 0.9407 0.9392 0.8783 0.8798 9.8160 

dt Decision Tree Classifier 0.9130 0.9131 0.9130 0.9138 0.9130 0.8258 0.8265 0.3140 

svm SVM - Linear Kernel 0.8606 0.9485 0.8606 0.8739 0.8566 0.7185 0.7321 0.1680 

rf Random Forest Classifier 0.8178 0.8934 0.8178 0.8229 0.8174 0.6359 0.6406 0.7680 

lr Logistic Regression 0.7794 0.8816 0.7794 0.7848 0.7782 0.5583 0.5636 1.4760 

et Extra Trees Classifier 0.6336 0.6860 0.6336 0.6396 0.6320 0.2700 0.2740 0.4000 

ridge Ridge Classifier 0.6175 0.6407 0.6175 0.6190 0.6161 0.2339 0.2354 0.1600 

nb Naive Bayes 0.5789 0.6312 0.5789 0.5795 0.5780 0.1561 0.1570 0.2860 

lda Linear Discriminant Analysis 0.5385 0.5343 0.5385 0.5411 0.5346 0.0783 0.0796 0.2580 

qda Quadratic Discriminant Analysis 0.5203 0.5810 0.5203 0.5239 0.4041 0.0091 0.0196 0.1980 

dummy Dummy Classifier 0.5182 0.5000 0.5182 0.2686 0.3538 0.0000 0.0000 0.1380 

 شرح خروجی -7-4-4

های مختلف یادگیری ماشین بر ، تحلیل عملکرد مدل7جدول 

،  -F1 امتیاز ، بازخوانی، درستی، AUCاساس معیارهای دقت، 

 کند. مدلرا ارائه می  (TT)0و زمان آموزش MCCکاپا، ضریب 

KNN   و 159666با دقت AUC 159309  عملکرد بسیار خوبی دارد

ثانیه(. مدل  152321و در زمان به نسبت کوتاهی آموزش دید )

 159606نیز عملکرد بسیار خوبی با دقت  2تقویت گرادیان مضاعف

 257211دارد اما زمان آموزش آن بیشتر است ) AUC  159367 و

 ثانیه(.

 AUC  159317و 159090نیز با دقت  7مدل تقویت گرادیان ضعیف

ثانیه(.  657021کرد بالایی دارد اما زمان آموزشش  زیاد است )عمل

عملکرد بسیار ضعیفی با دقت  0بندی دامیدسته در مقابل، مدل

دهد این مدل به هیچ می دارد که نشان AUC 156111 و 156072

 .وجه قابل اعتماد نیست

 های یادگیری ماشین در این پژوهش، از تابعبرای ارزیابی مدل

                                                 
1 Training time 
2 EXTRA boosting classifier 
3 Light Gradient Boosting Machine 
4 Dummy Classifier 

استفاده شد. این تابع با ارائه    PyCaretدر کتابخانه 6مدل ارزیابی

ها مانند دقت، سطح زیر منحنی، معیارهای جامع عملکرد مدل

امکان بررسی و  MCCکاپا و ضریب امتیاز، F1-بازخوانی، درستی، 

کند. های مختلف را با دقت بالا فراهم میمقایسه عملکرد مدل

یابی متنوعی از جمله ماتریس همچنین، این تابع نمودارهای ارز

 و نمودارهای 6بازخوانی - صحت ، نمودارROCسردرگمی، منحنی  

ها کند که به تحلیل بصری عملکرد مدلرا تولید می 3بهره  و اءارتق

کند. با استفاده از این ابزار قدرتمند، توانستیم کمک شایانی می

ن مدل را برای طور کامل ارزیابی کرده و بهتریهای مختلف را بهمدل

تشخیص نظرات فریبنده انتخاب کنیم. این ارزیابی دقیق، امکان 

 کند.های یادگیری ماشین را فراهم میارتقای مدل

 های مدل7هایپرپارامتر -7-4-2

 دهد.، مقادیر هایپرپارامترهای مدل را نمایش می0جدول 

هایپرپارامترها تنظیماتی هستند که قبل از شروع فرآیند آموزش 

 شوند.تعیین میمدل 

5 Evaluate model 
6 Precision-Recall 
7 Gain 
8 Hyperparameter 



 کالا با هدف تشخیص نظرات فریبندهتحلیل نظرات کاربران در فروشگاه دیجی

 

 

 هایپرپارامترهای مدل .1 جدول

 مقدار/حالت پارامترها

 0خودکار الگوریتم

 71 اندازه لیف

 2مینکوسکی متریک

 ندارد 7پارامترهای متریک

 -0 0تعداد شغل

 6 تعداد همسایگان

p 2 

 یکنواخت وزن

 (AUC) 6مساحت زیر منحنی -7-4-7

یا سیستم  عملکرد منحنی مشخصه، 7در شکل  ROC 6 نمودار

را نشان AUC  گیرنده و مساحت زیر منحنی  منحنی عملیاتی

دهد که برای سنجش عملکرد کلی مدل در تشخیص درست می

 ها است.دسته

 
 KNNبرای مدل  ROCنمودار  .7 شکل

 -Kترین بندی نزدیکدسته -KNNبرای مدل  ROCنمودار 

ابزار مهمی برای ارزیابی  ROCدهد. نمودار همسایگان( را نشان می

برای  AUCبندی است. در این نمودار، مقدار های دستهکرد مدلعمل

دهنده عملکرد بسیار است که نشان 1596برابر  0و  1هر دو کلاس 

                                                 
1 Auto 
2 Minkowski 
3 Metric parameters 
4 n_jobs 

دهد که ها است. این نمودار نشان میخوب مدل در تفکیک کلاس

ها دارد. مقدار بندی دادهعملکرد بسیار خوبی در طبقه KNNمدل 

AUC  دهد که مدل قادر کلاس نشان می برای هر دو 1596برابر

های مثبت و منفی را تفکیک کند. این به است با دقت بالایی نمونه

معنای آن است که مدل نرخ پایینی از مثبت کاذب و منفی کاذب 

 تواند به خوبی در کاربردهای واقعی استفاده شود.دارد و بنابراین می

 ریختگیماتریس درهم -7-4-1

، عملکرد آن را در تفکیک KNN ریختگی مدلماتریس درهم

دهد. این ماتریس شامل چهار نمایش می 0و  1های دو کلاس نمونه

 96دهد مدل که نشان می (TP) مثبت صحیح: مقدار کلیدی است

 (TN) درستی شناسایی کرده، منفی صحیحرا به 1نمونه از کلاس 

بینی درستی پیشبه 0نمونه از کلاس  017دهد که نشان می

اشتباه کلاس را به 1نمونه از کلاس  3که  (FP) اند، مثبت کاذبشده

را  0نمونه از کلاس  3که  (FN) در نظر گرفته، و منفی کاذب 0

 .بندی کرده استطبقه 1عنوان کلاس نادرست به

های درست و بینی، تعداد پیش0در شکل  3ریختگیماتریس درهم

 د.دهنادرست مدل برای هر دسته را نشان می

 
 KNNریختگی مدل ماتریس درهم .1 شکل

ها را نشان این نتایج، دقت بالای مدل در تشخیص صحیح کلاس

( FNو  FPشده )بندیهای اشتباه طبقهدهند. نرخ پایین نمونهمی

ها دارد. این دهد که مدل توانایی خوبی در تفکیک کلاسنشان می

به عملکرد مناسب مدل در کاربردهای واقعی استفاده شده و 

 شود.تری منجر میهای دقیقگیریتصمیم

 گیرینمودار مرز تصمیم -7-4-6

ها ، مدل را در فضای ویژگی6گیری در شکل نمودار مرز تصمیم

های ها را به دستهدهد مدل چگونه دادهدهد که نشان مینمایش می

5 Area Under the Curve 
6 Receiver Operating Characteristic 
7 Confusion Matrix 
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 کند.مختلف تقسیم می

 
 KNNگیری مدل نمودار مرز تصمیم .6 شکل

دهد که ، نشان می6در شکل  KNN گیری مدلنمودار مرز تصمیم

ها به دو کلاس بندی دادهها را برای طبقهمدل چگونه فضای ویژگی

گیری مدل بر دهنده تصمیمکند. این مرزها نشانتقسیم می 0و  1

ها هستند. هرچند مدل عملکرد خوبی در های دادهاساس ویژگی

نیز وجود بندی ها دارد اما برخی اشتباهات طبقهبندی دادهطبقه

 . شوندبندی شده مشاهده میهای اشتباه طبقهدارد که در نقاط داده

 KNNدهد که مدل نشان می Liftها نمودار در تحلیل دیگر نمودار

طور کلی بهتر از یک مدل تصادفی عمل ها بهبینی دستهدر پیش

ها را بندیکند. در ابتدا، مدل توانسته است با دقت بالایی دستهمی

شده، عملکرد مدل های بررسیم دهد اما با افزایش تعداد نمونهانجا

 شود. این نمودار به شناساییتر میتدریج به مدل تصادفی نزدیکبه

های داده نیازمند بهبود های داده با عملکرد بهتر و قسمتقسمت

در  KNNدهد که مدل کند. نمودار تجمعی بهره نشان میکمک می

. کندهتر از یک مدل تصادفی عمل میها بسیار بتشخیص دسته

ا هدهند که این مدل تعداد زیادی از نمونههای بهره نشان میمنحنی

کند و با افزایش درصد بندی میرا به درستی و با سرعت دسته

ه دهد کیابد. نمودار آستانه نشان میها، عملکرد مدل بهبود مینمونه

گیری تغییر میمبا تغییر آستانه تص KNNچگونه عملکرد مدل 

دهنده چین عمودی ممکن است نشانکند. در اینجا، خط نقطهمی

آستانه پیشنهادی یا بهینه باشد که بر اساس معیارهای مختلف 

کند تا ارزیابی انتخاب شده است. این نمودار به شما کمک می

عملکرد مدل را در سطوح مختلف آستانه درک کنید و 

هبود مدل خود بگیرید. در بررسی های بهتری برای بگیریتصمیم

اره ای است که بیشترین مقدار آمها بیانگر آستانهنمودار آستانه یافته

K-S 15920عنوان بهترین شود. این نقطه بهدر آن نقطه مشاهده می

                                                 
1 Prediction Error Cruve 

 شود.آستانه برای تفکیک بین دو کلاس در نظر گرفته می

 4بینی خطانمودار پیش -7-4-5

و مقادیر  شدهبینیبین مقادیر پیشتفاوت  بینی خطای، پیش6شکل 

دهد که مدل همچنین، این نمودار نشان می .دهدواقعی را نشان می

ها عملکرد بهتری داشته و در کجاها دچار خطا شده در کدام کلاس

 است.

 
 KNNبینی مدل نمودار خطای پیش .5 شکل

عملکرد بسیار  KNNدهد که مدل بینی نشان مینمودار خطای پیش

ها دارد اما همچنان تعدادی نمونه را به بندی دادههخوبی در طبق

 طور خاص:بندی کرده است. بهاشتباه طبقه

را به درستی  1های کلاس این مدل توانسته است بیشتر نمونه

بینی پیش 0عنوان کلاس نمونه را به اشتباه به 3بندی کند اما طبقه

ه درستی را ب 0های کلاس کرد. همچنین، این مدل بیشتر نمونه

 1عنوان کلاس نمونه را به اشتباه به 3بندی کرده است اما طبقه

 بینی کرد.پیش

بینی دهنده نقاط قوت و ضعف مدل در پیشاین نمودار نشان

تواند به بهبود مدل و کاهش خطاهای های مختلف است و میدسته

عملکرد مناسبی  KNNطور کلی، مدل بینی کمک کند. بهپیش

دی کند بنها را به درستی طبقهسته است بیشتر نمونهداشته و توان

 اما همچنان جای بهبود دارد.

 2منحنی یادگیری -7-4-3

های نحوه تغییر عملکرد مدل با افزایش اندازه داده منحنی یادگیری

 دهد.آموزشی را نشان می

2 Learning Curve 



 کالا با هدف تشخیص نظرات فریبندهتحلیل نظرات کاربران در فروشگاه دیجی

 

 

 
 KNNمنحنی یادگیری مدل  .3 شکل

دهد که مدل با نشان می KNNنمودار منحنی یادگیری برای مدل 

های آموزشی عملکرد پایداری دارد و دقت بالایی افزایش تعداد نمونه

دهد. های آموزشی و اعتبارسنجی نشان میدر هر دو مجموعه داده

برازش به شود اما این بیشبرازش مشاهده میهرچند مقداری بیش

  د.طور جدی تحت تأثیر قرار دهحدی نیست که عملکرد مدل را به

 4منحنی کالیبرسیون -7-4-7

یله شده بوسبینیدهد که چگونه احتمالات پیشاین نمودار نشان می

 ها سازگار هستند.مدل با توزیع واقعی داده

 
 نمودار کالیبراسیون .7 شکل

چین سیاه نشان : این خط که با نقطه2شدهطور کامل کالیبرهخط به

شد که در  طور کامل کالیبرهدهد که بهداده شد مدلی را نشان می

طور دقیق با فراوانی وقوع واقعی شده بهبینیآن احتمالات پیش

 مطابقت دارند.

 KNNدهنده عملکرد مدل (: این منحنی نشانKNNمنحنی آبی )

 است.

دهد که این مدل در نشان می KNNنمودار کالیبراسیون برای مدل 

                                                 
1 Calibration Curve 
2 Perfectly calibrated 

در  و شده به خوبی کالیبره شدهبینیهای احتمال پیشبرخی از بازه

 طور خاص:برخی دیگر دچار اشکال است. به

(، مدل به درستی کالیبره 152های احتمال پایین )نزدیک به در بازه

 شده است.

(، مدل به خوبی 156و  150های احتمال بالاتر )نزدیک به در بازه

فراوانی  شده وبینیکالیبره نشده و تفاوت زیادی بین احتمالات پیش

 دارد.وقوع واقعی وجود 

 7منحنی اعتبارسنجی  -7-4-9

منحنی اعتبارسنجی، عملکرد مدل را در مقابل مقادیر مختلف یک 

 دهد.هایپرپارامتر خاص نشان می

 
 KNNنمودار اعتبارسنجی مدل  .9 شکل

دهد که این مدل در نشان می KNNنمودار اعتبارسنجی برای مدل 

شود زیرا دقت برازش کمتری میتعداد همسایگان دچار بیش

تعداد  تر است. با افزایشبسیار بالا و دقت اعتبارسنجی پایین آموزشی

یابد و مدل تعمیم بهتری همسایگان، دقت اعتبارسنجی بهبود می

هایپرپارامتر تعداد  کند. در این نمودار، مقدار بهینهپیدا می

رسد زیرا در این محدوده هر دو به نظر می 3تا  6همسایگان حدود 

ند و رسنجی به سطح به نسبت ثابتی میدقت آموزشی و اعتبارس

 فاصله بین آنها کمترین است.

 گیرینتیجه -1

 هایها و ارزیابی مدلنامه، نتایج حاصل از تحلیل دادهدر این پایان

و  KNNهای یادگیری ماشین برای مقایسه عملکرد الگوریتم

XGBoost های رایج یادگیری ماشین استفاده از و دیگر مدل

برای  ParsBERT( و به ویژه مدل LLMبزرگ ) های زبانیمدل

3 Validation Curve 
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تحلیل احساسات نظرات کاربران و شناسایی بهترین مدل در 

های برخط منابع باز و تشخیص نظرات فریبنده در فروشگاه

های مورد استفاده در کالا بررسی شد. دادههای دیجیسرویسوب

ه لهای مختلفی از جماین تحقیق شامل نظرات کاربران با ویژگی

لایک، امتیاز کاربر، تاریخ متن نظر، نام کاربر، تعداد لایک و دیس

های برخط است. بر اساس توزیع ارسال نظر و غیره در فروشگاه

فراوانی نظرات مبتنی بر احساسات پیام، نظرات مثبت بیشترین 

دهنده رضایت کلی نظر( بود که نشان 31،111تعداد نظرات )حدود 

خدمات ارائه شده است. در مقابل، نظرات  کاربران از محصولات و

نظر بیانگر عدم تمایل کاربران به ابراز نظر  21،111خنثی با حدود 

خاصی درباره محصولات یا خدمات است. نظرات منفی با حدود 

نظر کمترین تعداد را به خود اختصاص دادند که نارضایتی  06،111

دهد. نشان می های محصولات یا خدمات راکاربران از برخی جنبه

 طور کلیوتوزیع فراوانی سالانه نظرات نشان داد نظرات مثبت به

ای هروند افزایشی داشته و بیشترین تعداد نظرات مثبت در سال

بود. نظرات خنثی تا حدودی ثابت بوده و تغییرات  2121و  2109

کمتری نسبت به نظرات مثبت داشتند. نظرات منفی با وجود افزایش 

، تغییرات زیادی نداشته و تا 2121ها مانند خی سالجزئی در بر

حدودی ثابت باقی ماندند. توزیع فراوانی نظرات بر اساس اعتبار کاربر 

نشان داد که بیشتر نظرات از سوی کاربران با اعتبار پایین ارسال 

تواند به دلیل تعدد کاربران جدید یا غیرفعال با اعتبار شدند که می

داد ها تعلایکها و دیسس توزیع فراوانی لایکپایین باشد. بر اسا

لی طور کها بود و بهلایکطور کلی بیشتر از تعداد دیسها بهلایک

ی هاداد. نمودار ارتباط بین لایکروند افزایش نوسانی را نشان می

های نظرات تاثیر نظرات و اعتبار کاربر نشان داد که تعداد لایک

اربران داشت. رابطه مثبت بین تعداد بر امتیاز اعتبار کمستقیمی 

دهنده نظرات مورد تایید بیشتر ها و اعتبار کاربران نشانلایک

 کاربران )با تعداد لایک بالا( بوسیله کاربران با اعتبار بالاتر بود. 

ا هبینی دستههای یادگیری ماشین در پیشهای عملکرد مدلداده

یکی از  AUC 159309 و 159666با دقت  KNN نشان داد که مدل 

نیز با   Extreme Gradient   Boosting ها است. مدلبهترین مدل

عملکرد بسیار خوبی از خود نشان  AUC 159367 و 159606دقت 

های نیز به ترتیب با دقت Ada Boost و  LightGBM  هایداد. مدل

های رتبهدر  159371و  159317های AUC و  159070و  159090

های دیگر نیز بسته به معیارهای مختلف رفتند. مدلبعدی قرار گ

  Boostingهای طور کلی، مدلارزیابی، عملکرد متفاوتی داشتند. به

ها در این پژوهش عملکرد بهتری نسبت به سایر مدل  KNNو 

 داشتند.

عملکرد بسیار  KNNمدل  macro-average ROCطبق نمودار 

برای  1596برابر  AUCها نشان داد. مقدار بندی دادهخوبی در طبقه

دهد که مدل قادر است با دقت بالایی هر دو کلاس نشان می

های مثبت و منفی را تفکیک کند و نرخ پایینی از مثبت کاذب نمونه

تواند به خوبی در کاربردهای واقعی و منفی کاذب دارد و بنابراین می

ریختگی نیز دقت بالای مدل در تفاده شود. نمودار ماتریس درهماس

 %15976و  1های کلاس نمونه %15970ها تشخیص صحیح کلاس

را نشان داد که تایید بر  عملکرد به نسبت خوب  0های کلاس نمونه

گیری ها  بود.  نمودار مرز تصمیمبندی نمونهدر طبقه KNNمدل 

ها بندی دادهخوب مدل در طبقهدهنده عملکرد نشان KNNمدل 

طور قابلتوجهی از خط به KNNهای بهره مدل بود. منحنی

Baseline دهنده عملکرد بهتر مدل نسبت به قرار داشتند که نشان

 مدل تصادفی بود.

ها در تشخیص دسته KNNنمودار تجمعی بهره نشان داد که مدل 

کند. و با سرعت تعداد بسیار بهتر از یک مدل تصادفی عمل می

 کند و با افزایش درصدبندی میها را به درستی دستهزیادی از نمونه

یابد. در سطوح آستانه پایین، دقت ها، عملکرد مدل بهبود مینمونه

ح ومدل بالا بود. با افزایش آستانه، دقت مدل کاهش یافت. در سط

های آستانه پایین، بازخوانی پایین بود زیرا مدل تعداد زیادی از نمونه

انه، کند. با افزایش آستبندی میعنوان منفی طبقهمثبت واقعی را به

 کند وهای مثبت بیشتری را به درستی شناسایی میمدل نمونه

 بازخوانی افزایش یافت.

ین دقت برابر با میانگ KNNبرای مدل  Precision-Recallنمودار 

 حاکی از عملکرد بالای مدل  بود.  1590

تباه بندی اشبینی نیز نشان داد که با وجود طبقهنمودار خطای پیش

ها بندی دادهعملکرد بسیار خوبی در طبقه KNNتعدادی نمونه مدل 

برابر  0های کلاس دارد. دقت و بازخوانی بالای مدل )برای نمونه

( نشان داد مدل 1های کلاس نمونه برای 15970و برابر  15976

KNN ها بسیار موثر بوده و توانسته است به خوبی بندی دادهدر طبقه

های آموزشی های صحیح را انجام دهد. دقت مدل در دادهبندیدسته

 طور کلینوسان دارد اما بههای آموزشی کمی با افزایش تعداد نمونه

ماند که حاکی از ی می( باق1597تا  1596در سطح بالایی )حدود 

تواند های آموزشی است و میعملکرد بسیار خوب مدل در داده

بندی کند. دقت مدل های آموزشی را به درستی طبقهبیشتر نمونه

های آموزشی های اعتبارسنجی نیز با افزایش تعداد نمونهدر داده

تری نسبت به دقت آموزشی نوسان دارد اما در سطح پایینکمی 

ماند. در این نمودار، دو منحنی ( باقی می1596تا  1590)حدود 

دک برازش ان)آموزشی و اعتبارسنجی( به هم نزدیک هستند که بیش



 کالا با هدف تشخیص نظرات فریبندهتحلیل نظرات کاربران در فروشگاه دیجی

 

 

 دهد.مدل را نشان می

های نمودار منحنی یادگیری نشان داد با افزایش تعداد نمونه

عملکرد پایدار و دقت بالا در هر دو مجموعه  KNNآموزشی مدل 

های مجزا برای ی و اعتبارسنجی دارد. خوشههای آموزشداده

ها را به خوبی بر داده KNNنشان داد که مدل  0و  1های کلاس

 هایشان تفکیک کرد.اساس ویژگی

 دهنده سرعت بالای پردازش الگوریتم بود.نشان t-SNEزمان اجرای 

دهد که این مدل در نشان می KNNنمودار کالیبراسیون برای مدل 

شده به خوبی کالیبره شده و در بینیی احتمال پیشهابرخی بازه

های احتمال پایین )نزدیک به برخی دیگر دچار اشکال است. در بازه

های احتمال بالاتر شده و در بازه(، مدل به درستی کالیبره152

نشده نشان از تفاوت (، مدل به خوبی کالیبره156و  150)نزدیک به 

ده و فراوانی وقوع واقعی بود. دقت شبینیزیاد بین احتمالات پیش

های آموزشی با کاهش تعداد همسایگان بسیار بالای مدل در داده

( 1596( و کاهش آن با افزایش تعداد همسایگان )حدود 0)حدود 

نقاط آموزشی برازش دارد زیرا تمامی نشان داد مدل تمایل به بیش

ت سایگان، دقکند. با افزایش تعداد همبندی میرا به درستی دسته

 یابد.بهبود می 1596به حدود  159اعتبارسنجی مدل  از حدود 

دهد که این مدل در نشان می KNNنمودار اعتبارسنجی برای مدل 

کمتر به دلیل دقت آموزشی بسیار بالا و دقت  0تعداد همسایگان

شود. بر اساس نتایج برازش میتر دچار بیشاعتبارسنجی پایین

عنوان به AUC 159309 و 159666با دقت  KNN ها، مدلارزیابی

 Extreme Gradient ها شناخته شد. مدلیکی از بهترین مدل

Boosting   و 159606نیز با دقت AUC 159367  عملکرد بسیار

نیز به  Ada Boost و LightGBM هایخوبی از خود نشان داد. مدل

و  159317های AUCو  159070و  159090های ترتیب با دقت

های دیگر نیز بسته به های بعدی قرار گرفتند. مدلدر رتبه 159371

، طور کلیمعیارهای مختلف ارزیابی، عملکرد متفاوتی داشتند. به

در این پژوهش عملکرد   (KNN)و همسایگی 2یتیهای تقومدل

های در پایان بر اساس یافته .های دیگر داشتندبهتری نسبت به مدل

ی نظرات جعلی و فریبنده به کمک هوش آمده برای شناسایبدست

تیار گر محصول بوسیله دسشود سیستم توصیهمصنوعی پیشنهاد می

هوشمند خرید مبتنی بر نیاز کاربر بوسیله مدل زبان بزرگ ایجاد 

شود. همچنین استفاده از سیستم هوشمند پرسش و پاسخ در زمینه 

 ساز متنمحصولات مبتنی بر هوش مصنوعی و سیستم خلاصه

نظرات یک محصول بوسیله هوش مصنوعی و سیستم استخراج 

                                                 
1 n_neighbors 

محورهای اصلی سوالات کاربران حول محصول بوسیله هوش 

  مصنوعی از دیگر موارد پیشنهادشده در این بخش است.
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Abstract 

The rapid growth of transformative technologies has created numerous opportunities and challenges for economic 

sectors. The impact of artificial intelligence (AI) on the economy and labor market, along with future projections, 

has drawn the attention of policymakers and decision-makers to this field. Studies and forecasts evaluate these 

impacts differently depending on the level of development of various countries. Therefore, preparing for the 

effects of AI application in the labor market, considering its role in the national economy, requires thorough 

examination. This study proposes and prioritizes strategies to address AI-related challenges in employment in 

Iran. Through a qualitative approach, the study identifies higher-level policy documents using a document-based 

methodology and analyzes their content to derive relevant considerations. By mapping these considerations to 

recommendations from international organizations, initial strategies were developed and finalized through the 

Delphi method, involving 14 experts in the field. These strategies were then prioritized using the AHP method 

and Super Decision software. The findings reveal that the strategy "focusing policymakers' and regulators' efforts 

on drafting and updating regulations for relevant sectors and establishing suitable enforcement mechanisms" 

ranks highest in the education and skills dimension. The strategy "investing in strengthening the technological 

and digital skills of the current and future workforce by updating skill indicators in recruitment and workforce 

evaluation processes" is prioritized in the workforce employment dimension, while the strategy "policy-making 

to promote digital literacy mechanisms and enhance public digital culture" is paramount in the digital literacy 

dimension. 
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 شنهادیدر حوزه اشتغال و پ یاثرات کاربست هوش مصنوع لیتحل

 رانیا یبرا دارتیاولو یراهکارها
 

 3 زادهیهاد تایآن ،2 گانهیحسن ، 4یکهنگ یاعظم سادات مرتضو

 ،تهران، اطلاعات یپژوهشگاه ارتباطات و فناور، دیجیتاله مطالعات راهبردی فاوا و اقتصاد پژوهشکد، فاوا یو سازماندهگری مطالعات تنظیمگروه  4

 ایران
اطلاعات، تهران،  یپژوهشگاه ارتباطات و فناور، پژوهشکده مطالعات راهبردی فاوا و اقتصاد دیجیتالفاوا،  یو سازماندهگری مطالعات تنظیمگروه  2

 رانیا
اطلاعات، تهران،  یپژوهشگاه ارتباطات و فناور تال،یجیفاوا و اقتصاد د یفاوا، پژوهشکده مطالعات راهبرد یو سازمانده یگرمیگروه مطالعات تنظ 3

 رانیا

 

 66/10/6010: پذیرشتاریخ       10/10/6010تاریخ بازبینی:       61/61/6011تاریخ دریافت: 

 پژوهشینوع مقاله: 
 

 دهیچک

 راتیقرار گرفته است. تأث یاقتصاد یهابخش یرو شیپ یاریبس یهاچالشو  هافرصت ن،یآفرتحول هایفناوری عیهمزمان با رشد سر

مقوله  نیرا به ا رانیگمیو تصم گذاراناستیصورت گرفته، توجه س یهاینیبشیبر اقتصاد و بازار کار به همراه پ یکاربست هوش مصنوع

 تیاهم ،رونی. از اکنندیم یابیکشورها متفاوت ارز یافتگیرا با توجه به نوع توسعه راتیتأث نیا ها،ینیبشیجلب کرده است. مطالعات و پ

پژوهش  نیاست. هدف از ا قیعم یبررس ازمندیدر بازار کار با توجه به نقش آن در اقتصاد کشور ن یاثرات کاربست هوش مصنوع یبرا یآمادگ

به  یفیپژوهش ک نیآنها است. در ا یبندتیو اولو رانیوزه اشتغال در ادر ح یهوش مصنوع یهاچالشبه  گوییپاسخ یارائه راهکارها

ت آنها با و با نگاش خواهد شد نییاسناد تب نیمضمون، ملاحظات ا لیپرداخته و با تحل یبا استفاده از روش اسناد یاسناد بالادست ییشناسا

 ییحوزه، راهکارها نها نیخبره ا 60و نظر  یروش دلف قیارائه شده و از طر هیاول یشنهادیپ یراهکارها ،یالمللنیب ینهادها یهاهیتوص

که  دهدیپژوهش نشان م نیا جهی. نتگرددمی یبندتیاولو ژنیافزار سوپردسو نرم AHPراهکارها با استفاده از روش  نی. سپس اشودمی

د در بُع "مناسب ییضمانت اجرا نیمرتبط و تدو یهابخش رراتمق یروزرسانو به نیگذاران در تدوو مقررات گذاراناستیتمرکز س"راهکار 

 یمهارت یهاشاخص یروزآوربا به یو آت یکار فعل یروین تالیجیفناورانه و د هایمهارت تیدر تقو یگذارهیسرما"آموزش و مهارت، راهکار 

واد ترویج س یسازوکارها جادیمنظور ابه یگذاراستیس"کار کار و راه یرویدر بُعد استخدام ن "کار یروین یابیارز ایاستخدام و  ندیدر فرا

 .دارند تیاولو تالیجیدر بُعد سواد د "تالیجید یو ارتقای فرهنگ عموم تالیجید
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  مقدمه -4

بر اقتصاد و  آفرینیتحولهای اخیر، تأثیر هوش مصنوعی در دهه

بازار کار جهانی داشته است. راهکارهای هوش مصنوعی همچون 

های عصبی، به وسیله کامپیوترها و یادگیری ماشینی و شبکه

 .ها، توانایی انجام وظایف پیچیده و محاسبات سریع را دارندسیستم

کار در حال حاضر هوش مصنوعی در محصولات و خدمات مختلف به

ها در شرکت ،رونشود از ایمیکارایی آنها  موجب افزایشو  رفته

کنند. می استفاده مصنوعی هوش ازفرآیندهای مختلف  و هابخش

 ندهیآ هایسال یمولد ط یهوش مصنوعبینی گارتنر براساس پیش

مؤسسه  نیکه ا ییخواهد داشت. تا جا یعیرشد سرروند روبه

از  ۲1۲1ها تا سال درصد شرکت 91 کندیم ینیبشیپ یقاتیتحق

ها تشرک ریسا ایکه توسط خود  یبر هوش مصنوع یمبتن یهابرنامه

ها در کاربست تمایل شرکت .[6]، استفاده خواهند کردافتهیتوسعه 

و  هافرصت، پیشینهای مانند نوآوریمزایای هوش مصنوعی، 

و در عین حال برای برخی مشاغل  به همراه داردمشاغل جدیدی را 

کند که کاربردهای بینی می. گارتنر پیشخطراتی داردنیز خاص 

بهبودهای و ها شغل را حذف کند تواند میلیونمی هوش مصنوعی

رر ، به ضمشاغلتواند به جای کمک به بیشتر در هوش مصنوعی می

ال تا س نیز دو میلیون شغل جدیدتواند باشد. در عین حال میها آن

مطالعاتی ن، همچنی. [۲]شودهوش مصنوعی ایجاد از طریق  ۲1۲0

 ییشغل را شناسا 11۳ ،هستندی متمرکز شغل فیوظا لیتحلکه بر 

 رشد .هستند ریپذبیآس یفناور یهاشرفتیکه در برابر پاند کرده

کمتر از مشاغل  ریاخ یهامشاغل در سال نیاشتغال در ا

بر  یفناور یمنف ریتأث گرد نمایانتوانمیبوده، که  ریپذبیرآسیغ

 موجب یمترجمدر شغل عنوان مثال، به .[1]باشدمشاغل  یبرخ

در حالی که  ،شودمیو درآمد  درخواست جذبکاهش 

مند دهندگان وب از بهبودهای هوش مصنوعی بهرهتوسعه

ی هوش مصنوعدر عین حال که ، به این ترتیب .[0]شوندمی

ی فراهم اقتصاد جهانشماری را در رشد و تغییر ی بیهافرصت

اقتصادها و جوامع  یآن براکاربست  پیامدهای ینیبشیپ ،کندمی

آن براساس  ریثأتبوده و بازار کار دشوار اشتغال و  حوزهدر  ژهیوبه

 یرابرناب شیافزا لیها متفاوت است و پتانسو بخش یشغل یهانقش

ل و از مشاغ یاریبالقوه در بس قیعم راتییتغ جادیباعث اداشته و را 

انداز افزایش که باوجود چشم ایگونهبه .[0]شود یها مبخش

وری به واسطه هوش مصنوعی، تهدید جایگزینی انسان در برخی بهره

گذاران این حوزه است. های سیاستاکنون از دغدغهمشاغل هم

که تفاوت در ساختارهای شغلی هد دها و مطالعات نشان میبررسی

 ثیر هوشأت عمقهای مربوط به توسعه فناوری باعث و زیرساخت

در زمینه یافته مصنوعی در کشورهای پیشرفته و کمتر توسعه

. میزان تأثیر هوش مصنوعی به لحاظ اقتصادی [1]شوداشتغال می

ا بنکته مهم این است که  و به طور خاص در اشتغال متفاوت بوده و

ورود و نفوذ هوش مصنوعی به اقتصاد در جوامع توجه به اینکه 

 ، تمامآن غ از آثار مثبت یا منفیفار ،ناپذیر استمختلف اجتناب

زوایای بازار کار از جمله کمیت و کیفیت مشاغل، توزیع درآمد، 

ثر از هوش مصنوعی أوری، کنترل و نظارت و قواعد بازی متبهره

را نشان رو مدیریت چالش پیشخواهد بود و این ضرورت نگرش و 

 .[۳]دهدمی

 یهاسازمانصین و راهکارهایی توسط نهادها، متخصبه این منظور، 

 هایمهارتبه  نیروهای کارتوانمندسازی  المللی مرتبط، از جملهبین

، مصنوعیهای هوشحصول اطمینان از بازتوزیع عادلانه مزیت ،لازم

دیده ناشی از های آموزشی و حمایت از افراد آسیبارائه برنامه

سازی دسترسی این افراد به های شغلی و فراهمجاییجابه

بالا بردن کیفیت مشاغل و تقویت  ،ی جدید در بازار کارهاتفرص

وری، با هدف تضمین اشتراک منصفانه مزایای کارآفرینی و بهره

 قابل تأمل این است اما نکته ارائه شده است. یمصنوعهوشکاربست 

یافتگی، که پیامدهای منفی هوش مصنوعی، با توجه به توسعه

تواند متغیر باشد. مدیریت ور میاقتصاد، فرهنگ و حکمرانی آن کش

نیازمند بررسی ملاحظات  هاچالشبه این  گوییپاسخصحیح 

انداز و اسناد هوش مصنوعی در کشور با توجه به چشم کارگیریبه

ر المللی دی بینهاسازمانهای بالادستی مربوطه و نگاشت توصیه

هوش  ریتأث نهیمتعدد در زم قاتیبا وجود تحقتجارب پیشین است. 

 و یکل یهایبر اشتغال، مطالعات موجود عمدتاً به بررس یمصنوع

کمتر  رانیخاص ا طیمتناسب با شرا یپرداخته و راهکارها یجهان

بط مرت یهایگذاراستیدر س ن،یاند. علاوه بر امورد توجه قرار گرفته

 یهاهیتوص یقیتطب لیحلو ت یاسناد بالادست یبا اشتغال، بررس

تاکنون چارچوبی  ومند انجام نشده صورت نظامبه یالمللنیب

 عنوان یک خلأمشخص برای این بررسی ارائه نشده و این موضوع به

 لیاز تحل یریگپژوهش با بهره نیرو، ا نیاز ا.پژوهشی مطرح است

مواجهه  یبرا دارتیاولو یتلاش دارد تا راهکارها ،یاسناد و روش دلف

 .را ارائه کند رانیزه اشتغال در ادر حو یهوش مصنوع یامدهایبا پ

 دار برایهدف از این پژوهش، ارائه راهکارهای اولویت به این ترتیب، 

ها  و اثرات منفی کاربست هوش مصنوعی برای حوزه رفع چالش

المللی نهای بیاشتغال با استناد به اسناد بالادستی مربوطه و توصیه

 مورد نظر است:های زیر پرسشپاسخ به  در این راستا و است

 و  یهوش مصنوع یکاهش اثرات منف یبرا ییراهکارها چه

 وجود دارد؟ رانیاز آن در حوزه اشتغال ا نهیبه یبرداربهره
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 ؟چگونه استراهکارها  نیا یبندتیاولو 

و  رانیکشور ا یسوالات، ابتدا اسناد بالادست نیپاسخ به ا یبرا

و اشتغال  یدر حوزه هوش مصنوع یالمللنیب ینهادها یهاهیتوص

 60از  یگروه ،ی. سپس، با استفاده از روش دلفشوندمی لیتحل

 یشنهادیپ یراهکارها یسازییو نها لیتکم یحوزه برا نیخبره در ا

راهکارها، از روش  یبندتیاولو یبرا ت،ی. در نهاشودمیاستفاده 

AHP شودمیبهره گرفته  ژنیافزار سوپردسو نرم. 

 روشصورت است که در بخش دوم،  نیمقاله به ا نیا ساختار

ها  و اثرات کاربست چالش. در بخش سوم، بیان شده است پژوهش

. در بخش چهارم،  شودیم انیب در حوزه اشتغال یهوش مصنوع

 یریگجهینت ، در بخش پنجم،تی. در نهاشودها ارائه میتحلیل یافته

 .خواهد شد انیب یآت یهاپژوهشبرای  شنهادیو پ

 روش پژوهش -2

 کیفی-پژوهش، از نظر هدف، کاربردی و از نظر ماهیت، پژوهشی نیا

پردازد. برای انجام این پژوهش ای میاست که به مرور اسناد کتابخانه

در گام اول نیاز به شناسایی و انتخاب اسناد بالادستی است که به 

 انتخاب اسناد یبراشود. این منظور از روش اسنادی استفاده می

خاب انت یمل یراهبرداولین تأکید این است که از اسناد ، بالادستی

و  یهمچون ارتباط با موضوع هوش مصنوع ییارهایمعشود و 

ها در نظر آن تیو جامع یگذاراستیاسناد در س تیاشتغال، اهم

پس از انتخاب اسناد بالادستی، با روش تحلیل مضمون،  .شودگرفته 

ود. شسی عمیق شده و ملاحظات مربوطه، استنتاج میاین اسناد برر

های های متنی است و دادهتحلیل مضمون فرایندی برای تحلیل داده

. [9]ندکهایی غنی و تفصیلی تبدیل میپراکنده و متنوع را به داده

اساسی مورد نیاز برای بسیاری از  هایمهارتتحلیل مضمون 

در این پژوهش  ،از این رو [.8]کندهای کیفی را فراهم میتحلیل

ابتدا اسناد مرور شده و بندهای مرتبط با موضوعات هوشمندسازی 

شود. در و اشتغال، انتخاب شده و مضمون اولیه آن استخراج می

بندی و تجمیع این مضامین اولیه، مضامین اصلی مرحله بعد با دسته

شود. سپس این مضامین اصلی و کلیدی نیز و کلیدی نگاشت می

 نیر ادبندی شده تا ملاحظات برگرفته از اسناد تبیین شود. ستهد

ا تلاش شده ت ،یدیکل نیاسناد و استخراج مضام لیتحل درپژوهش، 

 نیدر تدو، در این حوزه، با استناد به اسناد خلأها و نواقص موجود

در تکمیل آن  .ردیمورد توجه قرار گ یشنهادیپ یراهکارها

المللی در این زمینه لحاظ شده و ی معتبر بینهاسازمانهای توصیه

شود. در مرحله بعد راهکارهای پیشنهادی در فرایند نتایج تحلیل می

دلفی در اختیار خبرگان قرار گرفته و در فرایند دلفی راهکارها، 

حذف، اصلاح و افزوده شده و در نهایت این راهکارها با استفاده از 

بندی زار سوپردسیژن اولویتافو نرم AHPبه روش  نامهپرسش

ا مرتبط ب یابتدا اسناد مرور شده و بندهابرای این منظور، شود. می

. سپس، گردندمیو اشتغال استخراج  یموضوعات هوش مصنوع

رفته کار گبه یدیالگوها و نکات کل ییشناسا یمضمون برا لیتحل

 یدلف ندیو در فرآ یبندموجود دسته یراهکارها ت،ی. در نهاشوندمی

ل حاص نانیتا اطم خواهند شدو اصلاح  یبا مشارکت خبرگان بررس

ر د قابل اجرا باشند. رانیا طیراهکارها متناسب با شرا نیکه ا شود

 گوییپاسخدار به منظور راهکارهای اولویت این پژوهشدر  ،نهایت

پیامدهای منفی هوش مصنوعی در حوزه اشتغال و  ها چالشبه 

 ،یشنهادیپ یدر ارائه راهکارهام به ذکر است، لاز .شودمیعرفی م

مرتبط با  یاسناد موجود، خلأها لیپژوهش با تحل نیا

در نظر  زیو اشتغال را ن یدر حوزه هوش مصنوع یگذاراستیس

 ییدر اسناد مورد مطالعه را شناسا یو نقاط ضعف احتمال گرفته

 .نموده است

مورد  ریپژوهش، نکات ز نیدر ا  AHPدر خصوص انتخاب روش

 :توجه قرار گرفته است

ار مسأله : ساختارهایمع نیب یو نبود وابستگ یمراتب.ساختار سلسله6

)آموزش و مهارت، استخدام  یپژوهش حاضر بر اساس سه بُعد اصل

 یشنهادیپ یاز راهکارها یا( و مجموعهتالیجیکار، و سواد د یروین

ا راهکاره انیم زیابعاد و ن انیشده که م یطراح یاگونهدر هر بُعد، به

عد هر راهکار در بُ ،یوجود ندارد. به عبارت میمستق متقابل یوابستگ

 نیب یرگذاریشده و تأث یبندتیصورت مستقل اولوخود و به

 رو،نیابعاد مدل در نظر گرفته نشده است. از ا انیم ایراهکارها 

ر بوده سازگا AHPکاملاً با منطق  یمراتباستفاده از مدل سلسله

 است.

: یبا ساختار خط یگذاراستیس یهااز مدل AHPروش  یبانی.پشت۲

که  یگذاراستیس یهااند که در مدلنشان داده یمطالعات متعدد

نجام ا روابستهیو غ یمراتبسلسله یراهکارها در چارچوب یبندتیاولو

 ساعتیاست. به عنوان نمونه،  یروش کارآمد AHP شود،یم

روش "که  کندیاست، اشاره م AHPروش  گذارانی(  که بن۲119)

AHP صورت ها را بهتر است که بتوان آنمناسب یمسائل یبرا

سطوح مشخص و  کهیطورکرد، به یساختارده یمراتبسلسله

 ".[61]مستقل در هر سطح وجود داشته باشند یعناصر

در مسئله حاضر: از آنجا  دهیچیپ یاشبکه یسازبه مدل ازی.عدم ن1 

راهکارها بر اساس  یینها یبندتیپژوهش هدف صرفاً اولو نیکه در ا

تعاملات  ای یدرون یبازخورها لیقضاوت خبرگان بوده و نه تحل

های سایر روشراهکارها، استفاده از  ای ارهایمع نیب یدرون



 رانیا یبرا دارتیاولو یراهکارها شنهادیدر حوزه اشتغال و پ یاثرات کاربست هوش مصنوع لیتحل

 

 یسازکه مدل  DANPو  ANPگیری چند معیاره همچون صمیمت

 نهانه ت یریگمیسطح از تصم نید، در اندار یتردهیچیپ یاشبکه

 یگدیچیپ یرضروریغ شیباعث افزاتواند رد، بلکه میندا یضرورت

 ارائه دهد. یاافزوده یلیبدون آنکه ارزش تحل ،شود

 و یعموم یگذاراستیس نهیبا مطالعات مشابه در زم AHP.تطابق 0

توسعه  ،یراهبرد یزیربرنامه رینظ ییهاحوزه در :یاجتماع

نو، استفاده از  یهایفناور یامدهایپ لیو تحل یعموم یهااستیس

AHP [66]است جیرا. 

پژوهش با ساختار مدل،  نیدر ا AHPاساس، انتخاب روش  نیبر ا

از خبرگان  شدهیگردآور یهاو داده لیاهداف مطالعه، سطح تحل

 ؛الاب ریتفس تیو قابل ت،یشفاف ،یسادگ لیو به دل رددا یهمخوان

 باشد.میراهکارها  یبندتیو اولو لیتحل یبرا مناسب یانهیگز

در  یو اثرات کاربست هوش مصنوعها چالش -3

 حوزه اشتغال

 طورحداقل به فناورانه،های انقلاب و های عظیمهمزمان با پیشرفت

. همراه داشته استبهدر زمینه اشتغال موقت مشکلات جدی را 

اعث بآفرین، تحول فناوری عنوان یک بهتوسعه هوش مصنوعی نیز 

مشاغل و  از میان رفتن برخیبا  زیرا .شودای میهای عمدهنگرانی

به همراه خواهد تعمیق نابرابری دیگر الزام به جایگزینی مشاغل 

نوظهور مانند هوش  هایفناوری. در زمینه تحلیل پیامدهای داشت

ت دارند. به طور ی معتبری فعالیهاسازمانمصنوعی بر بازار کار، 

 جادیاست با هدف ا ینهاد مال ککه ی 6المللی پولصندوق بینمثال 

هایی یکی از جنبه .تأسیس شده است یثبات در ارزها و اقتصاد جهان

حوزه مشاغل و نیروی کار است و  ،کندکه این صندوق بررسی می

گزارشاتی را در تحلیل اثرات هوش مصنوعی بر بازار کار، کارگران و 

نهاد  ۲پارلمان اروپا قاتیتحق سیسروشتغال ارائه کرده است. ا

دیگری است که در زمینه مخاطرات هوش مصنوعی برای بازار کار 

اتحادیه اروپا گزارشات تحلیلی را ارائه کرده است است. این نهاد 

و معتبر در مورد  ینیمستقل، ع لیو تحل هیتجزمأموریت دارد 

بانک . [6۲]اروپا ارائه دهد هیمرتبط با اتحاد یاستیموضوعات س

 هوش تهیکمخود با نام  تیریتحت مد یداخل ینهاد اداری نیز جهان

دارد که بر اجرای سیاستهای بانک جهانی در زمینه  1یمصنوع

کند و گزارشات و هوش مصنوعی فعالیت می به اطلاعات یدسترس

نیز در  0هانی کار. سازمان ج[16]کندسالانه در این زمینه ثبت می

ی ارزیاب شغل تیفیو ک تیمولد بر کم یهوش مصنوعزمینه اثرات 
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انجام داده و نتایج مطالعات خود را ارائه کرده است. سازمان توسعه 

گذاری هوش نیز رصدخانه سیاست 0و همکارهای اقتصادی

 لیو تحل هیتجزرا تأسیس کرده است. این رصدخانه  1مصنوعی

 ریتأث یهاها را در مورد حوزهبر شواهد و داده یمبتن یهااستیس

در ) یهوش مصنوع سیاستیطرح و  دهدیارائه م یهوش مصنوع

دهد ارائه می یکشور یداشبوردها ( را درکشور و منطقه 11از  شیب

 .[60و60]است سهیمرور و مقا که قابل

دهد که هوش مصنوعی تأثیرات نشان می هاسازمانمطالعات این 

هد دمثبت و منفی بر بازار کار کشورها دارد. این مطالعات نشان می

 هایمهارتدر مشاغل با  ژهیواز مشاغل، به سومکیحدود  که

هوش  راتیشدت در معرض تأثمتحده به الاتیدر ا تخصصی،

 رهایالمللی پول، در کشواز نگاه صندوق بین. [61]هستند یمصنوع

ه سهم مشاغلی کدهد و این اثر بیشتر خود را نشان مییافته توسعه

. رسدمیدرصد 11شوند، تا ثر میأاز توسعه هوش مصنوعی مت

غل، از این مشا بینی این صندوق آن است که تقریبا در نیمیپیش

مندی از مزایا سازی هوش مصنوعی در قالب بهرهاثرگذاری یکپارچه

دار وری ظهور کند و همزمان در نیمی دیگر، با عهدهو بهبود بهره

 شد، بهها انجام میتر توسط انسانشدن وظایف کلیدی که پیش

ن به استخدام افراد و همچنین کاهش درآمد کاهش میل کارفرمایا

برخی  توسعه این فناوری در با نگاه بدبینانه نیزنیروهای کار بینجامد. 

تواند به حذف کامل برخی مشاغل بینجامد. در سمت موارد حتی می

درآمد تا حدی کم کشورهای و بازارهای نوظهورمقابل، شرایط برای 

درصد ۲1و  01رفتن آن به ترتیب متفاوت خواهد بود و میزان اثر پذی

تواند باعث فراگیری هوش مصنوعی می. همچنین برآورد شده است

 افراد های ثروت و درآمدی درون کشورها نیز شود.ایجاد نابرابری

توانند به حقوق دریافتی می هافناوری کارگیریبهتوانمند و ماهر در 

ید شرایط جد نیروهای مسن، برای تطبیق با و دست یابندبالاتری 

 یهوش مصنوع. به این مفهوم که دچار چالش خواهند شدکار 

 ارینیروهای ک نیب ژهیوبه -کند می شتریبازار کار را ب یهاینابرابر

که  یرا دارند و افراد یاستفاده مؤثر از هوش مصنوع هایمهارتکه 

 ،۲1۲6در سال  گزارش اتحادیه اروپا .را ندارند مهارت نیا

پیرامون آینده کار و اشتغال نیز اذعان دارد اثر تغییر فناوری بر کار 

و اشتغال چندوجهی است. از یک سو، فناوری بر سطح اشتغال با 

زد با تغییر سطح دستم و گذاردافزایش یا جابجایی مشاغل تأثیر می

اثرات متفاوتی بر مشاغل دارد. از سوی دیگر، فناوری بر ماهیت و 

 انجام کار و تخصیص وظایف گذارد و نحوهز تأثیر میکیفیت کار نی
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طور که فناوری ممکن در مشاغل بستگی به نوع فناوری دارد. همان

تواند ها و بالا بردن کیفیت کار کمک کند، میاست به بهبود مهارت

درآمد و دارای  زدایی را ایجاد کند و کار کم فرآیندهای مهارت

در نظر  دیکه با یاز ابعاد مهم یک. یاستقلال کمتر ایجاد کند

ممکن  تیاست. مقبول یهوش مصنوع یاجتماع تیگرفت، مقبول

 ژهیبه و نانیمتفاوت باشد. عدم اطم یشغل یهااست بسته به نقش

ممکن  یهوش مصنوعهمچنین  شود.یکار آشکار م یدر بازارها

منجر به  و قابل توجه هموار کند یشغل ییجاجابه یاست راه را برا

 د.شو نیریشدن سا دیو ناپد دیجد یشغل یهاها و نقشظهور بخش

انال ک یاز ابعاد مهم اقتصاد گرید یکی ،یشغل یاز اثرات فور فراتر

و  ییباعث کارا یکه هوش مصنوع ییاست. از آنجا هیدرآمد سرما

 یهوش مصنوع یهایکه صاحب فناور یشود، کسانیم ینوآور

سهام دارند، ممکن  یبر هوش مصنوع یمبتن عیدر صنا ایهستند 

قوه طور بالبه رییتغ نیرا تجربه کنند. ا هیدرآمد سرما شیاست افزا

 .[۲1]کند دیها را تشدیتواند نابرابریم

عمدتاً  یکه فناور کشدیباور را به چالش م نیا یهوش مصنوع

 ریرا تحت تأث نییپا هایمهارتموارد با  یمشاغل متوسط و در برخ

با  یاهنقش توانندیآن اکنون م شرفتهیپ یهاتمی: الگوردهدیقرار م

 ای تی، تقوبودندمصون  ونیمهارت بالا را که قبلاً در برابر اتوماس

 یدگیچیپ لیمشاغل با مهارت بالا که قبلاً به دل یحتکنند.  نیگزیجا

مصون بودند، اکنون با  ونیاز اتوماس ق،یو اتکا به تخصص عم

 ق،یبه قضاوت دق ازیکه ن یشوند. مشاغلیمواجه م یحتمالاختلالات ا

 تیسن طور به –داده دارند  دهیچیپ ریتفس ایحل خلاقانه مسئله، 

 یهامتیاکنون ممکن است با الگور - یعال لاتیبا تحص یاحوزه حرفه

را  یشود که به طور بالقوه نابرابر نیگزیجا شرفتهیپ یهوش مصنوع

طور مثال، در به .کندیم دیمشاغل و درون مشاغل تشد نیدر ب

که در دسته مشاغل با مهارت بالا قرار دارد،  افزارنرم یمهندس شغل

نویسی و برنامهتری در پیچیده هایمهارتآینده نیازمند  در

هوش است و فردی نرم مانند حل مسئله و ارتباطات بین هایمهارت

افزار را خودکار تواند بسیاری از وظایف مهندسان نرممصنوعی می

یق با تطبنماید. بنابراین این مشاغل نیاز به کسب مهارت لازم برای 

 .دارنداین تغییرات 

مختلف در  یدر کشورها یهوش مصنوع ریاحتمالاً تأث نیهمچن

متفاوت به طور  یاقتصاد یبا ساختارها ایسطوح مختلف توسعه 

الغ و ب عیبا صنا شرفته،یپ یمتفاوت است. اقتصادها یقابل توجه

ل از مشاغ یتمرکز بالاتر یبر خدمات، معمولاً دارا یمبتن یاقتصادها

. دارند ازین یشناخت دهیچیپ فیهستند که به وظا ییهادر بخش

 تیحال موقع نیاقتصادها هر دو مستعدتر و در ع نیا ن،یبنابرا

 برعکس، دارند. یهوش مصنوع یهایاز نوآور یمندبهره یراب یبهتر

در حال توسعه که اغلب هنوز به کار  ینوظهور و اقتصادها یبازارها

هستند، ممکن است در ابتدا با  یمتک یسنت عیو صنا فیزیکی

حال،  نیکمتر مواجه شوند. با ا یاز هوش مصنوع یاختلالات ناش

کار ماهر، ممکن  یرویو ن رساختیاقتصادها با توجه به کمبود ز نیا

از  زیرا ن یبر هوش مصنوع یمبتن یوربهره هیاول یاست دستاوردها

تواند یم یدست بدهند. با گذشت زمان، شکاف هوش مصنوع

 یاکه اقتصاده یطورکند، به دیموجود را تشد یاقتصاد یهاینابرابر

در ند کنیاستفاده م یرقابت تیمز یبرا یاز هوش مصنوع شرفتهیپ

با ادغام هوش  عهدر حال توس ینوظهور و اقتصادها یکه بازارها یحال

رشد خود دست و پنجه نرم  یهادر مدل یمصنوع

 .[۲1](6)شکلکنندیم

 
های اولیه و موانع بعدی توسعه هوش مصنوعی در پیشران .4 شکل

 بازار کار کشورهای درحال توسعه و کشورهای توسعه یافته

 ردمشاغل  شتریب ات دررییتغایجاد شدن،  یپاسخ به جهانبرای 

 یهانهیهز ،جهیکه در نت افتداتفاق میدر حال توسعه  یکشورها

 یامنجر به تقاض ونیدهد. اتوماس یکار را کاهش م یروین یکل ینسب

 هایفناوری .شودیدر همه جا م یدیتول نیروی کار یکمتر برا

 اناییتوها شرکتشوند که آفرین نظیر هوش مصنوعی باعث میتحول

 نیگزیجا یدیتول یهانیکار را با ماش یروین داشته و یخودکارساز

ر دهند. د شیو محصولات را افزا فیتعداد وظا ی نیزکنند و با نوآور

. در ابدییکاهش م یمیقد یهادر بخش لاشتغا ون،یپاسخ به اتوماس

 داریپد دیجد فیوظا ایها بخش ،آفرینهای تحولیپاسخ به نوآور

 ،یوناتوماس ،به نوآوریاشتغال  یکل ندهیآبه این ترتیب، شوند. یم

که ظهور  یدیجد فیوظا ایها مهارت بخش نیزکار و  یروینمهارت 

 .[۲0]دارد یبستگ ،کنندیم

تقریباً همه مشاغل تحت تأثیر دهد که همچنین آمارها نشان می

درصد مشاغل به  0اما تنها حدود  .اتوماسیون قرار خواهند گرفت

ها درصد از فعالیت 11در واقع حدود و  شوندمی خودکارطور کامل 

توانند خودکار باشند. این بدان معنی درصد از مشاغل می 11در 

 حال در سرعت به که هاییماشین کنار دراست که اکثر کارگران 

 خواهد تغییر مشاغل این ماهیت و کرد خواهند کار هستند تکامل

ان شوند و بی. آمارهایی نیز به صورت بدبینانه تر مطرح می[۲0]دکر

 011درصد از نیروی کار جهانی، یا حدود  60حدود کنند که می
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اتوماسیون شغل خود را  با ایجاد ۲111تامیلیون کارگر، ممکن است 

درصد  11ترین حالت ممکن این رقم به در بدبینانه واز دست بدهند 

آن،  ترین حالتبینانهیابد. در خوشیون کارگر افزایش میمیل 911یا 

میلیون نفر، نزدیک به صفر درصد از نیروی کار  61تنها حدود 

. در آماری که توسط [۲1] جهانی، شغل خود را از دست می دهند

سال  0بیان شده که طی  ،منتشر شده است  BCGسسه تحقیقاتیؤم

از  %0۳رود و بین میمیلیون شغل از  ۳.6حدود  ۲1۲1از سال 

. شودمشاغل ممکن است با استفاده از هوش مصنوعی جایگزین می

تواند در ارتقای اشتغال که رشد فناوری میدر حقیقت باوجودی

ها را به تدوین گذاران و دولتکمک کند اما اثرات منفی آن سیاست

 .[۲۳]راهکار به منظور مقابله با این اثرات ملزم کرده است

 نیز از این قاعده مستثنی نیست...ایران 

 هاتحلیل یافته -1

به منظور استنتاج ملاحظات اشتغال و نیروی کار در عصر هوش 

مصنوعی به اسناد مرتبط با حوزه دیجیتالی شدن و هوشمندسازی 

شود. برای شناسایی اسناد، از روش اسنادی استفاده شد. پرداخته می

 یریگنمونهه دو صورت گیری در روش پژوهش اسنادی بروش نمونه

. در این پژوهش [۲9]ی استگلوله برف یریگنمونهی و و نظر یتعمد

گیری تعمدی و نظری با توجه به محورها و اهداف با روش نمونه

اد د. اسننشوپژوهش، اسناد بالادستی بررسی و گزینش نهایی می

ترین به تصویب عالی واز جنس قوانین و مقررات هستند بالادستی 

. اندگذاری در نظام حقـوقی رسیدهگذاری و قانونح مقرراتسطو

)مصوب مجمع  های کلی نظاماسناد بالادستی شامل سیاست

تشخیص مصلحت نظام و ابلاغ مقام رهبری(؛ لوایح دولت؛ 

 هاینامههای دولت)مصوب هیئت وزیران(؛ مصوبات و آییننامهآیین

شورای عالی فضای داخلی مجلس؛ شورای عالی انقلاب فرهنگی؛ 

ناد ای از اسباشد. فهرست اولیهمجازی؛ لایحه برنامه هفتم توسعه می

تهیه شده و سپس با توجه به هدف پروژه و ابعاد آن شامل موضوعات 

مرتبط با نیروی انسانی، نیروی کار و ماهر و موضوعات مرتبط با 

اسنادی که برای بررسی  باشد.می فناوری جدید و هوش مصنوعی

یق از بین اسناد بالادستی انتخاب شد، شامل سند تحول عم

دیجیتال، سندراهبردی ج.ا در فضای مجازی، تبیین الزامات شبکه 

 یشبکه ملّ یطرح کلان و معمار(، 10ملی اطلاعات )مصوبه 

ارتباطات و فناوری  سند راهبردی بخش(، 11)مصوبه  اطلاعات

 رایانش ردی توسعهراهب ، سنداطلاعات در برنامه ششم توسعه کشور

 امور در کشور هبردیسند راسرزمین،  آمایش ملیسند ابری ج.ا.ا، 

نخبگان، سیاست کلی تولید ملی و حمایت از کار و سرمایه ایرانی، 

ساله هفتم توسعه برنامه پنجهای کلی اشتغال، لایحه سیاست

 از تیحما نامه نییآی و اسیو س ی، فرهنگی، اجتماعیاقتصاد

. در بررسی عمیق باشدمی تالیجید اقتصاد حوزه در فعال آزادکاران

های اولیه از داخل محتوای بندها استنتاج شد این اسناد، مضمون

 . شودآن در جدول زیر مشاهده می که نمونه

 نمونه استنتاج مضامین اولیه .4 جدول

 سند تحول دیجیتال

 مضمون اولیه متن شماره بند کد

۲ 
 سیاست

0-0 

توسعه محیط کار دیجیتال با 

نرم  هایمهارتتمرکز بر ارتقای 

 و سخت دیجیتال نیروی کار

توانمندسازی 

کارکنان در 

 دیجیتال هایمهارت

1 
 سیاست

۳-61 
 توسعه فرهنگ عمومی دیجیتال

ایجاد فرهنگ 

 دیجیتال

 سندراهبردی ج.ا در فضای مجازی

 مضمون اولیه متن شماره بند کد

 6۳-ج 0

توانمندسازی شبکه  تربیت و

سرمایه انسانی متخصص در 

مزیت راهبردی  منطقه و ایجاد

 برای کشور در این حوزه

 نیرویتوانمندسازی 

 انسانی متخصص

 ۲9-د 0

ترویج و ارتقای سواد فضای 

از قبیل فرهنگ کاربری ) مجازی

 (هشیارسازی و

ارتقای مهارت 

دیجیتالی و فرهنگ 

 دیجیتالی عمومی

 سرزمین آمایش ملیسند 

 مضمون اولیه متن شماره بند کد

 و هازیرساخت توسعه 8 60

 خدمات ارائه هایتوانمندی

 به درمانی و آموزشی علمی،

 همسایه کشورهای شهروندان

 هایاستان هایمنطقه شهر در

 مرزی

 هازیرساخت توسعه

 هایتوانمندی و

 علمی، خدمات ارائه

 درمانی و آموزشی

 و پژوهش آموزش، سطح ارتقاء 80 60

 جهت در کار نیروی وریبهره

 در انسانی منابع سهم افزایش

 تولید در مؤثر عوامل ترکیب

 با متناسب ملی ثروت

 و هاظرفیت ها،تخصص

 ایمنطقه هایمزیت

 آموزش، سطح ارتقاء

 وریبهره و پژوهش

 جهت کار نیروی

 منابع سهم افزایش

 ترکیب در انسانی

 تولید عوامل

 کلی اشتغالهای سیاست

 مضمون اولیه متن شماره بند کد

 اب پایدار شغلی یهافرصت ایجاد 1بند ۲1

 توسعه از استفاده بر تأکید

 و بنیاندانش اقتصاد و فناوری

 تحولات به نسبت نگریآینده

 جهانی و ملی در سطح آنها

استفاده از فناوری و 

 هایمهارتتوسعه 

مورد نیاز با توجه به 

تحولات در ایجاد 

 ی شغلیهافرصت

 سیاست کلی تولید ملی و حمایت از کار و سرمایه ایرانی
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 مضمون اولیه متن شماره بند کد

 اب بنیاندانش اقتصاد گسترش 1بند ۲6

 لیاص هایمؤلفه توسعه بر تأکید

 زیرساختهای: ازجمله آن،

 تسهیل هایزمینه ارتباطی،

 تبدیل

 فناوری به پژوهش دستاوردهای

 حمایت آن، کاربرد گسترش و

 حقیقی اشخاص حقوق از قانونی

 کردن مرتبط و حقوقی و

 با پژوهشی و علمی بخشهای

 کشور تولیدی بخشهای

استفاده از  لزوم

دانش و فناوری در 

عرصه تولید و نیاز 

به کسب مهارت 

نیروی تولید برای 

 فناوری کارگیریبه

مضمون اولیه از محتوای اسناد استخراج شد و در  ۲۲به این ترتیب 

گام بعد روش تحلیل مضمون، تعیین مضامین اصلی و کلیدی با 

نتایج  ۲جدول بندی مضامین اولیه و کدگذاری آنها انجام شد. دسته

 حاصل از انجام این گام از فرایند است.

 تعیین مضامین اصلی و کلیدی .2 جدول

مضمون اصلی  اولیه  مضمون کد

 و کلیدی

 کد

 هایمهارتهای آموزش برنامه 6

 دیجیتال برای کارکنان

آموزش و 

تقویت تخصص 

و مهارت 

دیجیتال 

 نیروی انسانی

N1 

 هایمهارتتوانمندسازی کارکنان در  ۲

 دیجیتال

 انسانی متخصص نیرویتوانمندسازی  0

تحقق استقلال شبکه ملی اطلاعات با  1

مدیریت اصول حاکم بر 

آن)خودگردانی با نیروهای متخصص 

 داخلی(

ایجاد بستر حمایتی برای ارتقای  ۳

 فعالان حوزه آزادکاری  هایمهارت

های آموزشی به منظور برنامه 9

التحصیلان توانمندسازی فارغ

های مرتبط با اقتصاد دیجیتال و رشته

 فعالان این حوزه

مورد  یهاها و تخصصرشته ییشناسا 61

 یرشد و ارتقا یبرا یدانشگاه ازین

 یسطح منابع انسان

آموزش، مهارت و ساختار روزآوری به 6۲

ا مطابق ب توانمندی نیروهای تخصصی

 نوین هایفناوری

 و آموزشی اجرای دوره های و تدوین 61

 متخصص انسانی نیروی توانمندسازی

 فعلی

 و پژوهش آموزش، سطح ارتقاء 60

 افزایش جهت کار نیروی وریبهره

 عوامل ترکیب در انسانی منابع سهم

 تولید

 ی،آموزش هایزیرساخت یتلزوم تقو 61

در مناطق مختلف  یو مهارت یپژوهش

 نخبگان یبرا

امکانات لازم جهت  یلزوم فراهم ساز 6۳

 یعلم هایفعالیت

 و افراد یتوانمندساز از یبانیپشت 69

و ارائه  یدنخبه در  تول هایگروه

 یمحصولات بوم

استفاده از دانش و فناوری در  لزوم ۲6

عرصه تولید و نیاز به کسب مهارت 

 وریفنا کارگیریبهنیروی تولید برای 

 متخصص، انسانی نیروی لزوم آموزش ۲۲

 بازار نیازهای با متناسب کارآمد و ماهر

 کار

 افزاری نرم سکوهای و پایگاه بر نظارت 8

 و بودن منصفانه رعایت منظور به

 حقوق و کاری قراردادهای شفافیت

 طرفین

استخدام 

نیروی انسانی 

 ماهر

N2 

 و ماهر انسانی نیروی تأمین لزوم 68

 وزارت همکاری با لازم متخصص

 سازمان و اطلاعات فناوری و ارتباطات

 کشور استخدامی و اداری

 منابع محل از اعتبارات پرداخت لزوم ۲1

 سنواتی هایبودجه قالب در و عمومی

 آموزشی، موسسات و هادانشگاه به

 ارتقای هدف با فناوری و پژوهشی

 منابع اثربخشی وری افزایشبهره

 فناوری و پژوهش عالی، آموزش

 هایمهارتاستفاده از فناوری و توسعه  ۲1

مورد نیاز با توجه به تحولات در ایجاد 

 ی شغلیهافرصت

تقویت فرهنگ  دیجیتالایجاد فرهنگ  1

 و سواددیجیتال

N3 

ارتقای مهارت دیجیتالی و فرهنگ  0

 دیجیتالی عمومی

 توسعه سواد دیجیتال 66

 هایتوانمندی و هازیرساخت توسعه 60

 درمانی و آموزشی علمی، خدمات ارائه

 

مضامین اصلی و کلیدی و کد مضامین اولیه ذیل آن را  1جدول 

 دهد.نشان می
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 مضامین اصلی و کلیدی و کد مضامین اولیه .3 جدول

کد مضمون 

 اصلی و کلیدی

کدهای مضامین  مضمون اصلی و کلیدی

 اولیه

N1  آموزش و تقویت

تخصص ومهارت 

 دیجیتال نیروی انسانی

6،۲،0،1،۳،9،61

،،61،60،61،6۲

6۳،69،۲6،۲۲ 

N2  استخدام نیروی انسانی

 ماهر

8،68،۲1،۲1 

N3  تقویت فرهنگ و

 سواددیجیتال

1،0،66،60 

 

 یملاحظات استنتاج شده از اسناد بالادست -1-4

در این مرحله به منظور استنتاج ملاحظات اسناد بالادستی برای 

اشتغال در حوزه هوش مصنوعی با تعیین شدن مضامین اصلی و 

ها های کلیدی نیز تبیین شد. بنابراین ابتدا این حوزهکلیدی، حوزه

براساس تحلیل صورت گرفته برای هریک شود و سپس تحلیل می

 .شودملاحظات مربوطه بیان می

 ششم برنامه در اطلاعات فناوری و ارتباطات بخش راهبردیدرسند 

ها و مهارتو انطباق اصلاح فرآیندهای آموزشی بر  کشور توسعه

های نیروی انسانی در راستای تأمین نیازهای فعلی و آتی توانمندی

کید شده است. در سند تبیین أت فناوری اطلاعاتبخش ارتباطات و 

الزامات شبکه ملی اطلاعات نیز تقویت نیروهای تخصصی داخلی به 

. شده استتأکید منظور استقلال در مدیریت شبکه ملی اطلاعات 

همچنین سند تحول دیجیتال کشور بر توسعه محیط کار دیجیتال 

 یال و ارتقانرم و سخت دیجیت هایمهارتبا تمرکز بر ارتقای 

شده و بیان شده که تأکید دیجیتال کارکنان دولت  هایمهارت

های مهارتی بزرگسالان در حوزه فناوری اطلاعات و ارتباطات شاخص

 تربیت و توانمندسازی شبکه سرمایه انسانی متخصص در منطقهو 

لذا لازم است در تحقق اهداف حوزه اشتغال در عصر  باید ارتقا یابد.

نوظهور، به توانمندسازی نیروی انسانی توجه شده و  هایفناوری

های آموزشی تخصصی و مهارتی لازم تدوین گردد. در این برنامه

ریزی به منظور توسعه آموزش، نظارت و تشویق برنامه ،راستا

نیروهای انسانی به کسب تخصص و آموزش برای پیشبرد اهداف 

 گیرد.توسعه بخش انجام

گونه که ذکر شد هوش مصنوعی علاوه بر ازبین بردن مشاغل همان

شماری را نیز به ی بیهافرصتو ایجاد ریسک در حوزه اشتغال، 

به طور همراه دارد. چنانچه موضوع حذف مشاغل و بیکار شدن افراد 

قابل توجهی بیشتر از ایجاد مشاغل جدید باشد، بدون شک، 

 یهایراهکارها و استراتژ زمنداین آیدی که به وجود میهاچالش

مشاغل  جادیها و ااز توسعه مهارت تیاست که شامل حما یاخلاقانه

ند کار توانم یروین تیدر گام نخست، ترب ن،ی. بنابراشودیم دیجد

 ،ینیو کارآفر ینوآور یارتقا ،یاحرفه یهاآموزش و آموزش تیتقو

 یشنهادیپ یهاحلاز جمله راه رتریپذانعطاف یکار یهامدل جادیو ا

 یخاص برا یهابا ارائه مشوق توانندیم زین هادولت .هستند

 یاعطا ایقرار دارند  ونیکه کمتر در معرض اتوماس ییهابخش

 یذارگهیکار سرما یرویکه در ن ییهابه شرکت یاتیمال یهاتیمعاف

به هدف توسعه  دنیرس یکنند. برا فایا ینقش مؤثر کنند،یم

 یتوانمندساز تیبا محور یشآموز یهابرنامه یو اجرا نیشتغال، تدوا

حوزه، به همراه  نیمرتبط و فعالان ا یهارشته لانیالتحصفارغ

 .است یدانش، ضرور یارتقا یمرتبط برا یهانظارت بر پژوهش

 یکار یهاطیمح دیکار متخصص، با یرویبا پرورش ن زمانهم

و  نرم هایمهارتبر توسعه  یاژهیشوند و تمرکز و تیتقو تالیجید

. علاوه بر آن، توسعه سواد ردیکار صورت گ یروین یتالیجیسخت د

ناد استأکید مطابق با  تال،یجید یفرهنگ عموم یو ارتقا تالیجید

 توانیم جه،یبرخوردار است. در نت ییبالا تیمورد اشاره، از اهم

آموزش و مهارت،  یعنی یاسناد را در سه حوزه اصل نیملاحظات ا

 .کرد یبنددسته تالیجیکار، و سواد د یرویاستخدام ن

 

 بُعد آموزش و مهارت 

 شودیاطلاق م یبیترک یندهایاز فرآ یاآموزش و مهارت به مجموعه

)آموزش( و توسعه  یرسم یریادگی قیکه شامل کسب دانش از طر

ه ک ییندهایها( است؛ فرآ)مهارت یعمل یهایستگیو شا هاییتوانا

را انجام داده و به اهداف  یمشخص فیتا وظا سازندیافراد را قادر م

ملاحظه زیر به این ترتیب این مضمون  .[03و92] ابندیدست  نیمع

 :گیردرا دربرمی

o های مورد نیاز در توسعه رصد مستمر تخصص

های های حوزه هوشمندسازی و تدوین برنامهزیرساخت

به منظور توانمندسازی  آموزشساختار روزآوری بهآموزشی 

و  های مرتبط و فعالان این حوزهالتحصیلان رشتهفارغ

یروی انسانی در راستای تأمین دیجیتال ن هایمهارتبهبود 

 در فضای دیجیتال و هوشمندنیازهای فعلی و آتی 
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 بُعد استخدام نیروی کار 

راد اف یریکارگو به نشیجذب، گز ندیکار به فرآ یرویاستخدام ن

مفهوم  نی. اشودیها اطلاق مدر سازمان یاقتصاد فیانجام وظا یبرا

 یتغالخوداش ر،یپذبلکه به اشتغال انعطاف ،یتنها به استخدام رسمنه

به [. 16] اشاره دارد زین تالیجیو اشکال نوظهور اشتغال در اقتصاد د

  :گیردملاحظه زیر را دربرمیاین ترتیب این مضمون 

o مورد نیاز برای  هایمهارتهای ارزیابی افزودن شاخص

عصر هوشمند در فرایند استخدام نیروهای جدید و 

توسعه محیط کار های مهارتی به منظور روزآوری شاخصبه

 دیجیتال و هوشمند

 بُعد سواد دیجیتال 

 ،یسازکپارچهیدرک،  ت،یریمد ،یابیدست ییبه توانا تالیجیسواد د

 تال،یجید یهایفناور قیات از طراطلاع دیو تول یابیارتباط، ارز

مفهوم شامل  نیا .شودیو مناسب اطلاق م منیصورت ابه

 ،یاانهیمانند سواد را یمختلف نیاست که تحت عناو ییهایستگیشا

و سواد  ی(، سواد اطلاعاتICTاطلاعات و ارتباطات ) یسواد فناور

ملاحظه به این ترتیب این مضمون  .[1۲] شوندیشناخته م یارسانه

 :گیردزیر را دربرمی

o  و دیجیتال ترویج سواد ایجاد سازوکارهایی به منظور

 فرهنگ عمومی دیجیتال ارتقای 

 یالمللنیب یهاسازمان یهاهیتوص -1-2

ی مانند هوش مصنوعی بر هایفناوریدر بررسی تأثیرات احتمالی 

ریزی دقیقی انجام برنامه ،اقتصاد و جامعه، ضروری است که از پیش

کنند هایی که بیشترین تأثیر را تجربه میشود تا مشاغل و بخش

هایی برای بازآموزی نیروی کار شناسایی شوند. همچنین باید طرح

موفقیت در . [11]بینی شودی شغلی جدید پیشهافرصتیا ایجاد 

گیری از مزایای هوش مصنوعی وابسته به آمادگی کشورها و بهره

وانایی نیروی کار در سازگاری با این فناوری نوین است. اقتصادهای ت

های مناسب پیشرفته و برخی بازارهای نوظهور، به دلیل زیرساخت

 برداری از هوشو سطح بالای آمادگی، در موقعیت مطلوبی برای بهره

یافته و در مقابل، اقتصادهای کمتر توسعه .مصنوعی قرار دارند

 ها، کمبود مهارتبازارهای نوظهور با مشکلاتی نظیر ضعف زیرساخت

های نهادی مناسب مواجه هستند که در نیروی کار و نبود چارچوب

ها را در معرض تهدیدات رقابتی قرار دهد. تواند آناین عوامل می

های تقیمی بر اولویتمرحله توسعه اقتصادی هر کشور، تأثیر مس

سازی مزایای برای بهینه .آمادگی برای پذیرش هوش مصنوعی دارد

گری، های تنظیماین فناوری، اقداماتی نظیر تدوین چارچوب

های دیجیتال های مکمل، تقویت زیرساختگذاری در نوآوریسرمایه

ها گذاریشود. این سرمایهو توسعه سرمایه انسانی پیشنهاد می

وری و بهبود ند به کاهش شکاف مهارتی، افزایش بهرهتوانمی

ناشی از هوش مصنوعی  یهاچالش پذیری کمک کنند.رقابت

 گذاران است. در دورهنیازمند رویکردی پیشگیرانه از سوی سیاست

امدهای توانند پیانتقال، تغییرات شغلی و نابرابری در توزیع درآمد می

باید  هاگذاریاشند. سیاستاقتصادی و اجتماعی چشمگیری داشته ب

بر ترویج استفاده عادلانه و اخلاقی از هوش مصنوعی متمرکز شوند 

ها آموزش و نسل جدید نیروی کار را برای انطباق با این فناوری

دهند. همچنین باید از نیروی کار فعلی که در معرض تغییرات سریع 

 یهاچالشابعاد فرامرزی هوش مصنوعی . قرار دارند حمایت شود

تر کرده و بر اهمیت همکاری ها را برجستهاخلاقی و امنیت داده

ها برای تضمین استفاده کند. این همکاریالمللی تأکید میبین

مسئولانه از هوش مصنوعی ضروری است، چرا که کشورها در 

گیری های چشمهای خود برای مدیریت این مسائل تفاوتظرفیت

هنگی میان اصول جهانی و قوانین محلی دارند. بنابراین، نیاز به هما

 .[10]شودبیش از پیش احساس می

المللی پول در گزارش اخیر خود شاخصی با عنوان صندوق بین

را طراحی کرده است تا به « شاخص آمادگی هوش مصنوعی»

کشورها در انطباق بهتر با تحولات ناشی از این فناوری و تدوین 

شاخص، میزان آمادگی کشورها های کارآمد کمک کند. این سیاست

های دیجیتال، ظرفیت انسانی، بازار هایی مانند زیرساخترا در حوزه

 .کندکار، نوآوری، یکپارچگی اقتصادی و قوانین و مقررات ارزیابی می

کشور جهان برای مواجهه با  6۲0بر اساس این شاخص، آمادگی 

ای ورهدهد که کشهوش مصنوعی بررسی شده است. نتایج نشان می

ثروتمندتر تمایل بیشتری به تجهیز ساختارهای خود با این فناوری 

دارند. در مقابل، در بخش پایانی این گزارش تأکید شده است که 

سازی هوش مصنوعی یافته باید نوآوری و یکپارچهکشورهای توسعه

از سوی دیگر، برای . عنوان اولویت اصلی خود در نظر بگیرندرا به

ها و توسعه، تمرکز بر تدوین و تقویت چارچوبکشورهای درحال

مقررات برای مدیریت بهتر توسعه این فناوری پیشنهاد شده است. 

های گذاری در زیرساختتوانند از طریق سرمایهاین کشورها می

های مؤثری فناورانه نیروی کار، گام هایمهارتدیجیتال و ارتقای 

 .[10]وعی بردارندهای هوش مصنبرداری از ظرفیتبرای بهره

کند که های اقتصادی پیشنهاد میسازمان توسعه و همکاری

گذاران باید با نظارت و انجام تحقیقات گذاران و قانونسیاست

تر در بازار کار، تغییرات آتی را به دقت رصد کنند. این گسترده



 رانیا یبرا دارتیاولو یراهکارها شنهادیدر حوزه اشتغال و پ یاثرات کاربست هوش مصنوع لیتحل

 

گذاری و حمایت از سازمان تأکید دارد که تشویق به سرمایه

ر تعامل با هوش مصنوعی ارزشمند هستند، مانند ی که دهایمهارت

سازی تواند رویکردی فعالانه برای آمادهدیجیتال، می هایمهارت

لازم،  هایمهارتعلاوه بر آموزش و ارتقای . نیروی کار باشد

گذاران باید اطمینان حاصل کنند که بازار کار توانایی انطباق سیاست

تواند از طریق ایجاد امر میبا تغییرات فناورانه را دارد. این 

هایی برای تقویت های حمایت اجتماعی، طراحی استراتژیمکانیسم

زایی، و ترویج مشارکت اجتماعی سازنده تحقق یابد. چنین اشتغال

گذاری، زمینه را برای کاهش تأثیرات منفی تغییرات اقدامات سیاست

 .[11]کندتکنولوژیک و بهبود سازگاری نیروی کار فراهم می

 دارتحلیل و ارائه راهکارهای اولویت -1-3

( ۲( آموزش و مهارت، )6سه بُعد )در تحلیل اسناد بالادستی در 

ملاحظات مربوطه ارائه شد.  تالیجی( سواد د1کار و ) یرویاستخدام ن

المللی مرتبط نیز، صندوق ی بینهاسازمانهای در بررسی توصیه

المللی پول، برای کشورهای درحال توسعه دو توصیه ارائه کرده بین

 است: 

تمرکز بر تدوین و تقویت چارچوبها و مقرراتی که به کنترل  .6

 بهتر توسعه هوش مصنوعی می انجامد

های دیجیتال و تقویت گذاری بیشتر روی زیرساختسرمایه .۲

 وهای کارفناورانه نیر هایمهارت

های اقتصادی نیز سه توصیه اصلی ارائه سازمان توسعه و همکاری

 کرده است:

پایش تحولات آینده از طریق نظارت و تحقیقات بیشتر بر بازار  .1

 کار

گذاری و حمایت از اتخاذ رویکرد فعالانه با تشویق به سرمایه .0

 دیجیتال هایمهارتکار با هوش مصنوعی و  هایمهارت

کارهای حمایت اجتماعی، استراتژی تقویت ایجاد ساز و  .0

زایی و مشارکت اجتماعی سازنده برای انطباق با اشتغال

 تغییرات ناشی از فناوری

نتاج استت به منظور تحلیل و پیشنهاد راهکار، نگاشتی از ملاحظات

المللی در های بینسازمان یهاو توصیهشده از اسناد بالادستی 

براساس آن راهکارهای پیشنهاد  سپستهیه شده و هریک از ابعاد 

 1و  0، 0، مطابق با جداول در فرایند دلفی به خبرگان حوزه شده

 ارائه می شود.

 

 

 در بعد آموزشپیشنهادی  راهکارهای اولیه .1 جدول
 راهکارهای پیشنهادی بعد

آموزش و 
 مهارت

المللی در زمینه آموزش و انتقال بسترسازی برای تعاملات بین  -

 دانش

 یفناور و مهارت جامع سند ییاجرا دستورالعمل نیتدو-

روزرسانی گذاران به تدوین و بهگذاران و مقرراتتمرکز سیاست-

مقررات بخشهای مرتبط و تدوین ضمانت اجرایی مناسب به منظور 

پذیر و نظارت صحیح و کنترل توسعه هوش مصنوعی مسئولیت

  استفاده اخلاقی از کاربردهای هوش مصنوعی

حولات آینده از طریق نظارت و تحقیقات بیشتر بر بازار کار پایش ت -

سریع به پیامدهای فناورانه و شناسایی نیازهای  گوییپاسخبه منظور 

 فعلی و آتی تخصصی و مهارتی نیروی کار

رصد مستمر نیازهای آموزشی در تحولات ناشی از فناوریها نظیر  -

ها و دانشگاههای آموزشی روزآوری برنامههوش مصنوعی و  به

التحصیلان به منظور توانمندسازی فارغ های دانشگاهیرشته

 دانشگاهی

گذاری برای توسعه اتخاذ راهبردهای حمایتی و تشویق به سرمایه -

 مهارتهای کار با هوش مصنوعی و مهارتهای دیجیتال

 استخدامدر بعد پیشنهادی راهکارهای اولیه  .6 جدول
 راهکارهای پیشنهادی بعد

استخدام 
 نیروی کار

گذاری در تقویت مهارتهای فناورانه و دیجیتال نیروی کار سرمایه -

های مهارتی در فرایند استخدام و روزآوری شاخصفعلی و آتی با به

 یا ارزیابی نیروی کار  با هدف توسعه محیط کار دیجیتال و هوشمند

نیروی مهارتی و تخصصی خارجی در  کارگیریبهایجاد سازوکار  -

 های کاربردی هوش مصنوعی حوزه

های برون مرزی با استفاده از تخصص همکاری در انجام پروژه -

های فعالیت شرکتهای نیروهای داخلی مهارتی به منظور ایجاد زمینه

 داخلی فناور در حوزه هوش مصنوعی

هوش  حوزه در گریباز دیجد یروهاین استخدام الزامات نیتدو -
  مصنوعی

 سواد دیجیتالدر بعد پیشنهادی راهکارهای اولیه  .5 جدول

 راهکارهای پیشنهادی بعد

سواد 
 دیجیتال

تدوین سیاستها و راهبردهای حمایتی برای سرمایه گذاری در  -

 توسعه زیرساختهای دیجیتال

ایجاد سازوکارهای حمایت اجتماعی و مشارکت اجتماعی سازنده  -

 تغییرات ناشی از فناوریبرای انطباق با 

ل دیجیتاترویج سواد گذاری به منظور ایجاد سازوکارهای سیاست -

 فرهنگ عمومی دیجیتالو ارتقای 

ر د توسعه و کاربرد هوش مصنوعی یسازفرهنگ یهابرنامهتدوین -

 ها سازمان

در این مرحله نیاز است که راهکارهای پیشنهادی در فرایند دلفی 

کارگیری تکنیک دلفی در اختیار خبرگان حوزه قرار گیرد. برای به

گذاری ابتدا افراد خبره در زمینه هوش مصنوعی، اشتغال و مقررات

انتخاب شدند. تعداد اعضای گروه خبرگان، پنج تا بیست نفر پیشنهاد 
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نفر حایز شرایط و دارای دانش لازم انتخاب  60ن شود. بنابرایمی

باز دلفی به گروه خبرگان ارسال شد. در  نامه پرسششده و سپس 

توانند راهکارهای پیشنهادی ، خبرگان مینامهپرسشبخشی از این 

اضافه نمایند.  نامه پرسشخود را که در لیست راهکارها نیست در 

 بندی ویابد که خبرگان به جمعانجام مراحل دلفی تا آنجا ادامه می

دلیل اینکه اعتبار بهاجماع برسد و دانش و آرای آنها همگرا شود. 

حجم نمونه در این  روش دلفی به اعتبار علمی خبرگان آن است،

نفر از متخصصان و خبرگان در زمینه هوش  60پژوهش کیفی، 

برای انجام روش دلفی،  گذاری بود.مصنوعی، اشتغال و مقررات

، در مراحل مختلف در اختیار خبرگان قرار داده شد تا نامهرسشپ

را به آنها اختصاص دهند و همچنین پیشنهادات  0تا  6امتیازات از 

راهکارهای پیشنهادی که در  ،خود را نیز ارائه دهند. به این ترتیب

داشتند، حذف گردید و همچنین  0هر دور، امتیاز کمتر از 

 راهکارهایی که مورد نظر خبرگان بود، به لیست افزوده شد.

 در ازین مورد یهاتخصصرصد راهکار پیشنهادی  ،عنوان مثالبه

 یاطلاعات بانک جادیا و تالیجید یفضا یهارساختیز توسعه

د آموزش و مهارت حذف شد. همچنین راهکار از بع نیمتخصص

پایش تحولات آینده از طریق نظارت و تحقیقات بیشتر »پیشنهادی 

سریع به پیامدهای فناورانه و  گوییپاسخبر بازار کار به منظور 

طبق  «شناسایی نیازهای فعلی و آتی تخصصی و مهارتی نیروی کار

نظر خبرگان به بُعد آموزش و مهارت اضافه شد و راهکار پیشنهادی 

گذاران به تدوین و تقویت مقررات گذاران و مقرراتتمرکز سیاست »

 حذف« بخشهای مرتبط به منظور کنترل توسعه هوش مصنوعی

ن گذاراگذاران و مقرراتتمرکز سیاست»گردید و راهکار پیشنهادی 

روزرسانی مقررات بخشهای مرتبط و تدوین ضمانت به تدوین و به

اجرایی مناسب به منظور نظارت صحیح و کنترل توسعه هوش 

پذیر و استفاده اخلاقی از کاربردهای هوش مصنوعی مسئولیت

مچنین با توجه به افزوده جایگزین راهکار حذفی شد. ه« مصنوعی

پایش تحولات آینده از طریق نظارت و تحقیقات »شدن راهکار 

سریع به پیامدهای فناورانه  گوییپاسخبیشتر بر بازار کار به منظور 

 «و شناسایی نیازهای فعلی و آتی تخصصی و مهارتی نیروی کار

پایش تحولات آینده و رصد مستمر نیازهای آموزشی در »راهکار 

روزآوری ها نظیر هوش مصنوعی و  بهلات ناشی از فناوریتحو

به منظور  های دانشگاهیها و رشتههای آموزشی دانشگاهبرنامه

اصلاح شده و پایش « التحصیلان دانشگاهیتوانمندسازی فارغ

تحولات آینده از ابتدای آن حذف شد. همچنین در بعد استخدام 

 عهتوس در یخصوص بخش نیمتخصص ازاستفاده نیروی کار راهکار 

حذف شد زیرا راهکارهای کلان این بعد   تالیجید هایمهارت

مشتمل بر این راهکار نیز بودند. در دور چهارم، هیچ راهکار 

پیشنهادی حذف نشد و راهکار جدیدی نیز پیشنهاد نشد و لیستی 

از موارد اجماع و عدم اجماع به منظور اطمینان در دور پنجم در 

ن قرار گرفت تا دیدگاه نهایی خود را اعلام نمایند. اختیار خبرگا

تعداد مراحل انجام این روش، پنج دور بود که پس از آن اجماع و 

بُعد به منظور رسیدگی به  1راهکار در  61بندی شد و جمع

هوش مصنوعی در حوزه اشتغال  کارگیریبه یهاچالشمخاطرات و 

 تدوین شد.

و  ها چالشبه  گوییپاسخراهکارهای پیشنهادی برای  .7 جدول

 اثرات هوش مصنوعی در حوزه اشتغال

 راهکارهای پیشنهادی ابعاد

آموزش 
و 

 مهارت

المللی در زمینه آموزش و انتقال بسترسازی برای تعاملات بین  -

 دانش

 یفناور و مهارت جامع سند ییاجرا دستورالعمل نیتدو-

روزرسانی بهگذاران به تدوین و گذاران و مقرراتتمرکز سیاست-

مقررات بخشهای مرتبط و تدوین ضمانت اجرایی مناسب به منظور 

پذیر و نظارت صحیح و کنترل توسعه هوش مصنوعی مسئولیت

  استفاده اخلاقی از کاربردهای هوش مصنوعی

پایش تحولات آینده از طریق نظارت و تحقیقات بیشتر بر بازار کار  -

ی فناورانه و شناسایی نیازهای سریع به پیامدها گوییپاسخبه منظور 

 فعلی و آتی تخصصی و مهارتی نیروی کار

رصد مستمر نیازهای آموزشی در تحولات ناشی از فناوریها نظیر  -

ها و های آموزشی دانشگاهروزآوری برنامههوش مصنوعی و  به

التحصیلان به منظور توانمندسازی فارغ های دانشگاهیرشته

 دانشگاهی

گذاری برای توسعه دهای حمایتی و تشویق به سرمایهاتخاذ راهبر -

 دیجیتال هایمهارتکار با هوش مصنوعی و  هایمهارت

استخدام 
نیروی 

 کار

فناورانه و دیجیتال نیروی کار  هایمهارتگذاری در تقویت سرمایه -

های مهارتی در فرایند استخدام و روزآوری شاخصفعلی و آتی با به

 یا ارزیابی نیروی کار  با هدف توسعه محیط کار دیجیتال و هوشمند

نیروی مهارتی و تخصصی خارجی در  کارگیریبهایجاد سازوکار  -

 های کاربردی هوش مصنوعی حوزه

های برون مرزی با استفاده از تخصص پروژههمکاری در انجام  -

های فعالیت شرکتهای نیروهای داخلی مهارتی به منظور ایجاد زمینه

 داخلی فناور در حوزه هوش مصنوعی

هوش  حوزه در گریباز دیجد یروهاین استخدام الزامات نیتدو -

  مصنوعی

سواد 
 دیجیتال

گذاری در تدوین سیاستها و راهبردهای حمایتی برای سرمایه  -

 توسعه زیرساختهای دیجیتال

ایجاد سازوکارهای حمایت اجتماعی و مشارکت اجتماعی سازنده  -

 برای انطباق با تغییرات ناشی از فناوری

ل دیجیتاترویج سواد گذاری به منظور ایجاد سازوکارهای سیاست -

 فرهنگ عمومی دیجیتالو ارتقای 

ر د کاربرد هوش مصنوعیتوسعه و  یسازفرهنگ یهابرنامهتدوین -

  هاسازمان
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پس از نهایی شدن راهکارهای پیشنهادی در فرایند دلفی، در این 

  نامهپرسشبندی راهکارهای پیشنهادی از مرحله به منظور اولویت

در هر یک از سه  نامه پرسشمقایسات زوجی استفاده شد. در این 

جیتال، راهکارها بُعد آموزش و مهارت، استخدام نیروی کار و سواد دی

تایی 0ای در طیف لیکرت دو به دو مقایسه شده و سوالات مقایسه

در اختیار خبرگان قرار گرفت و جدول  نامه پرسشمطرح شد. 

افزار سوپردسیژن وارد شده و نتایج و مقایسات زوجی در نرم

بندی راهکارها استخراج افزار برای تحلیل و اولویتهای نرمخروجی

 امه این فرایند تشریح شده است.شد که در اد

کار و  یروی( استخدام ن۲( آموزش و مهارت، )6)گانه شامل ابعاد سه

به عنوان کلاسترها و راهکارهای ذیل هریک به   تالیجی( سواد د1)

 .سازی شدمدل ۲شکل ، مطابق باافزارعنوان نودهای آن در نرم

 
راهکارهای گانه و سازی شده شامل ابعاد سهمدل پیاده .2 شکل

 پیشنهادی خبرگان

و جداول مقایسات زوجی، با  نامهپرسشپس از وارد کردن مقادیر 

بخشی  1افزار، مقایسات مورد تحلیل قرار گرفت. شکل استفاده از نرم

 .دهداز این فرایند را برای بُعد آموزش و مهارت نشان می

 
مراحل ورود اطلاعات و انجام تحلیل بعُد آموزش و مهارت  .3 شکل

 افزاردر نرم

شود در بُعد آموزش و مهارت، مشاهده می 0گونه که در شکل همان

گذاران به تدوین و گذاران و مقرراتتمرکز سیاست"راهکار 

های مرتبط و تدوین ضمانت اجرایی روزرسانی مقررات بخشبه

مناسب به منظور نظارت صحیح و کنترل توسعه هوش مصنوعی 

 "لاقی از کاربردهای هوش مصنوعیپذیر و استفاده اخمسئولیت

اولویت اول خبرگان بوده است. پس از آن به ترتیب راهکارهای 

گذاری برای توسعه اتخاذ راهبردهای حمایتی و تشویق به سرمایه"

رصد "، "دیجیتال هایمهارتکار با هوش مصنوعی و  هایمهارت

هوش ها نظیر مستمر نیازهای آموزشی در تحولات ناشی از فناوری

های ها و رشتههای آموزشی دانشگاهروزآوری برنامهمصنوعی و  به

، "التحصیلان دانشگاهیبه منظور توانمندسازی فارغ دانشگاهی

پایش تحولات آینده از طریق نظارت و تحقیقات بیشتر بر بازار کار "

سریع به پیامدهای فناورانه و شناسایی نیازهای  گوییپاسخبه منظور 

 لدستورالعم نیتدو"، "تخصصی و مهارتی نیروی کار فعلی و آتی

بسترسازی برای تعاملات "و " یفناور و مهارت جامع سند ییاجرا

قرار  1تا  ۲در رتبه  "المللی در زمینه آموزش و انتقال دانشبین

 اند.گرفته

 
بندی راهکارها در ابعاد آموزش و مهارت، خروجی اولویت .1 شکل

 دیجیتالاستخدام نیروی کار، سواد 

گذاری در تقویت سرمایه"در بُعد استخدام نیروی کار نیز راهکار 

ی روزآورفناورانه و دیجیتال نیروی کار فعلی و آتی با به هایمهارت

های مهارتی در فرایند استخدام و یا ارزیابی نیروی کار  با شاخص

در رتبه اول و راهکار  "هدف توسعه محیط کار دیجیتال و هوشمند

هوش  حوزه در گریباز دیجد یروهاین استخدام الزامات نیتدو"

های همکاری در انجام پروژه"در رتبه دوم  و راهکارهای  "مصنوعی

برون مرزی با استفاده از تخصص نیروهای داخلی مهارتی به منظور 

های فعالیت شرکتهای داخلی فناور در حوزه هوش ایجاد زمینه

نیروی مهارتی و تخصصی  یریکارگبهایجاد سازوکار "و  "مصنوعی

در رتبه سوم و  "های کاربردی هوش مصنوعیخارجی در حوزه

 چهارم قرار گرفتند.

بندی راهکارها به این صورت بود که در بُعد سواد دیجیتال اولویت

ترویج گذاری به منظور ایجاد سازوکارهای سیاست"ابتدا راهکار 

در رتبه اول و  "فرهنگ عمومی دیجیتالو ارتقای دیجیتال سواد 
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تدوین سیاستها و راهبردهای حمایتی برای "سپس راهکارهای 

ایجاد "، "سرمایه گذاری در توسعه زیرساختهای دیجیتال

سازوکارهای حمایت اجتماعی و مشارکت اجتماعی سازنده برای 

 یهابرنامهتدوین "و  "انطباق با تغییرات ناشی از فناوری

در رتبه  "هاسازماندر  توسعه و کاربرد هوش مصنوعی یسازفرهنگ

 قرار گرفتند. 0تا  ۲

  آموزش و مهارت -

روزرسانی گذاران به تدوین و بهگذاران و مقرراتتمرکز سیاست-6

های مرتبط و تدوین ضمانت اجرایی مناسب به منظور مقررات بخش

پذیر و نظارت صحیح و کنترل توسعه هوش مصنوعی مسئولیت

 تفاده اخلاقی از کاربردهای هوش مصنوعیاس

گذاری برای توسعه اتخاذ راهبردهای حمایتی و تشویق به سرمایه-۲

 دیجیتال هایمهارتکار با هوش مصنوعی و  هایمهارت

ها رصد مستمر نیازهای آموزشی در تحولات ناشی از فناوری -1

ها و دانشگاههای آموزشی روزآوری برنامهنظیر هوش مصنوعی و به

التحصیلان به منظور توانمندسازی فارغ های دانشگاهیرشته

  دانشگاهی

پایش تحولات آینده از طریق نظارت و تحقیقات بیشتر بر بازار -0

سریع به پیامدهای فناورانه و شناسایی  گوییپاسخکار به منظور 

 نیازهای فعلی و آتی تخصصی و مهارتی نیروی کار

 یفناور و مهارت جامع سند ییاجرا لدستورالعم نیتدو-0

المللی در زمینه آموزش و انتقال بسترسازی برای تعاملات بین -1

 دانش

 استخدام نیروی کار-

فناورانه و دیجیتال نیروی  هایمهارتگذاری در تقویت سرمایه-6

های مهارتی در فرایند استخدام روزآوری شاخصکار فعلی و آتی با به

و یا ارزیابی نیروی کار  با هدف توسعه محیط کار دیجیتال و 

 هوشمند

هوش  حوزه در گریباز دیجد یروهاین استخدام الزامات نیتدو-۲

 مصنوعی 

استفاده از تخصص  های برون مرزی باهمکاری در انجام پروژه-1

های فعالیت نیروهای داخلی مهارتی به منظور ایجاد زمینه

 های داخلی فناور در حوزه هوش مصنوعیشرکت

نیروی مهارتی و تخصصی خارجی در  کارگیریبهایجاد سازوکار  -0

 های کاربردی هوش مصنوعیحوزه

 سواد دیجیتال-

ال دیجیتسواد ترویج گذاری به منظور ایجاد سازوکارهای سیاست-6

 فرهنگ عمومی دیجیتالو ارتقای 

گذاری در ها و راهبردهای حمایتی برای سرمایهتدوین سیاست-۲

 های دیجیتالتوسعه زیرساخت

ایجاد سازوکارهای حمایت اجتماعی و مشارکت اجتماعی سازنده -1

 برای انطباق با تغییرات ناشی از فناوری

 و کاربرد هوش مصنوعیتوسعه  یسازفرهنگ یهابرنامهتدوین -0

 هاسازماندر 

، 1.11100به این ترتیب مقادیر ناسازگاری برای استخدام نیروی کار 

و در نهایت سواد دیجیتال  1.18918برای آموزش و مهارت 

باشند از می 1.6باشد. از آنجا که این مقادیر کمتر از می 1.1۲۲۳6

 نظر سازگاری قابل قبول هستند. 

 یریگاندازه یاز صحت و دقت ابزارها نانیاطم یپژوهش، برا نیدر ا

 نهیشیو پ ینظر ینامه بر اساس مبانها، پرسشداده یآورو جمع

به گروه خبرگان ارسال شد. ابزار  ماًیو مستق یطراح قیتحق

بود که در آن به  ینامه باز دلفپرسش کیشامل  هاداده یآورجمع

 یراهکارها ل،یتما امکان داده شده بود که در صورت نیخبرگان ا

ه شد یطراح یاگونهنامه بهخود را اضافه کنند. پرسش یشنهادیپ

ه ک ییبه اهداف پژوهش پاسخ دهد و از آنجا میطور مستقبود که به

هوش  یهالازم در حوزه یهابهتخصص و تجر یگروه خبرگان دارا

ژوهش پ نیا جینتا ییایو پا ییروا نهیدر زم. بودند اشتغال ،یمصنوع

 همانند یفیک یهاروش یبرا ییایو پا ییلازم به ذکر است که روا

 دهیسنج یگرید یهاو روش ارهایو با مع ستین یکم یهاروش

 د،یآیبه دست نم یآسانبه زین یروش دلف ییایو پا یی. رواشودیم

پاسخ از  افتیو در یدرپیپ هایهاستفاده از پرسشنام ن،یبنابرا

 یمحتوای دلف ییروا شیحوزه مورد نظر است که به افزا خبرگان

 تحت ،یحاصل از روش دلف جیاعتبار نتا ت،ی. در نهاکندیکمک م

 .[1۳]است  یدهپاسخ زانیم ریتأث

 یانجام بهتر مطالعات دلف یبرا یشنهادیپ یراهکارها ،یکل طوربه

 است: ریشامل موارد ز

در مطالعه  مشارکتجهت  یانتخاب افراد خبره موضوع مورد بررس .6

و مشغول  یمجاز یحوزه فضا چهارده خبرهپژوهش از  نی: در ا[19]

 بهرههای مرتبط همچون هوش مصنوعی، اشتغال حوزهدر  تیبه فعال

 گرفته شده است.

 یاز سردرگم یریجهت جلوگ یموضوع مورد بررس فیتعر .۲

موضوع ، دغدغه خبرگان هیکل ی: برا[18] در پژوهش خبرگان

 د.ش تشریحآن  یهاتیاولو ییشناسا نیز و اشتغال و هوش مصنوعی

: پس از [01] آنها مناسب هیمند و توجعلاقه خبرگانانتخاب  .1

 لیدعوت شد تا در صورت تما شانی، از اخبرگان یموضوع برا تفسیر

 .ندینما یهمکار ندیفرا نیدر ا
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 طیبا توجه به شرا خبرگانارائه نظرات  یبرا یزمان کاف تخصیص .0

داده شد و پاسخ مناسب به  صیتخص ی: زمان کاف[06]مطالعه 

 ارائه شد. خبرگان یشده از سومطرح یهاپرسش

به اجماع و توافق نظر بر اساس  دنیرس یارهایمشخص کردن مع .0

از ارائه  شیپ: [0۲] از شروع مطالعه شیپ ئتیه ینظرات اعضا

 شد. حیتشر خبرگان یبه آرا یازدهیامت وهیش ،پرسشنامه

 یسازو شفاف ییگوپاسخ با هدفاز محققان  یقرار دادن گروه .1

در : [01]مراحل انجام پژوهشتمام و ابهام در  پرسشهرگونه 

ونه به هر گ ییپاسخگوضمن  سندگانیگروه نو ی،شیاندجلسات هم

را لازم  یهایسازشفاف ،و ابهام در مراحل انجام پژوهش پرسش

 .دادندانجام 

: [00] هاافتهیاعتبار  برای تأییدمصاحبه با افراد محقق و آگاه  .۳

جام انسرانجام  هاافتهی یبندتیدر خصوص اولو خبرگاننظر  دییتأ

 . شد

 گیریبحث و نتیجه -6

دمات، بر خ یمبتن یبالغ و اقتصادها عیبا صنا شرفته،یپ کشورهای

هستند که به  ییهااز مشاغل در بخش یتمرکز بالاتر یمعمولاً دارا

بتدا در ا کشورها نیا ن،یدارند. بنابرا ازین یشناخت دهیچیپ فیوظا

از  یمندبهره یبرا یبهتر تیحال موقع نیو در ع تأثیرپذیرتر بوده

 یبازارها برعکس، دارند.در آینده  یهوش مصنوع یهاینوآور

و  یدیدر حال توسعه که اغلب هنوز به کار  ینوظهور و اقتصادها

هستند، ممکن است در ابتدا کمتر با اختلالات  یمتک یسنت عیصنا

با  هارکشو نیحال، ا نیمواجه شوند. با ا یاز هوش مصنوع یناش

کار ماهر، ممکن است  یرویو ن رساختیتوجه به کمبود ز

ت از دس زیرا ن یبر هوش مصنوع یمبتن یوربهره هیاول یدستاوردها

 یهایتواند نابرابریم یبدهند. با گذشت زمان، شکاف هوش مصنوع

از  تهشرفیپ یکه اقتصادها یکند، به طور دیموجود را تشد یاقتصاد

ه ک یدر حال .کنندیاستفاده م یرقابت تیمز یبرا یهوش مصنوع

با ادغام هوش  عهدر حال توس ینوظهور و اقتصادها یبازارها

 ،. بنابراینکنندیرشد خود دست و پنجه نرم م یهادر مدل یمصنوع

در  یکشورها درمشاغل  شتریب رییشدن، تغ یپاسخ به جهانبرای 

افتد و این چالش برای کشورهای درحال توسعه اتفاق میحال توسعه 

ورود و نفوذ هوش رو، با توجه به اینکه از این متفاوت خواهد بود.

چالش  ،ناپذیر استمصنوعی به اقتصاد در جوامع مختلف اجتناب

آن نیازمند ایجاد آمادگی، مدیریت صحیح و رو و کنترل اثرات پیش

 دارد. گذاراناستیس یاز سو رانهیشگیپ کردیرواتخاذ 

دار به منظور حل این این پژوهش در پی یافتن راهکارهای اولویت

و اثرات کاربست  ها چالشو درک اثرات، به بررسی ابعاد  ها چالش

ل توسعه هوش مصنوعی در انواع اقتصادهای توسعه یافته و درحا

پرداخته است. همچنین با استفاده از روش اسنادی با شناسایی و 

انتخاب اسناد بالادستی به مرور این اسناد پرداخته شده و با استفاده 

از روش تحلیل مضمون، اسناد بالادستی کشور تحلیل و ملاحظات 

المللی های نهادهای بینآن استخراج شد. در این خصوص، توصیه

آموزش و ( 6)و با نگاشت آنها، راهکارها در سه بُعد  نیز لحاظ شده

پیشنهاد داده  تالیجید سواد( 1)و  کار یرویاستخدام ن( ۲)، مهارت

دور( با نظر خبرگان این حوزه اصلاح و 0شده و در فرایند دلفی)

دار راهکارهای اولویت AHPنهایی شد. سپس با استفاده از روش 

 برای هریک از سه بُعد معرفی شد.

ی اقتصاد یافتگبه این ترتیب پیشنهاد می شود با توجه به نوع توسعه

ایران، در آموزش و مهارت نیروی کار فعلی و جدید، با پایش تحولات 

نیازهای فعلی و آتی تخصصی و مهارتی و رصد نیازهای آموزشی، 

فرایند استخدام و یا ارزیابی نیروی کار  نیروی کار شناسایی شده و

 شود. روزرسانی به

ر الملل دهای بینبا توجه به رشد سریع تغییرات فناوری همکاری

های احتمالی را کنترل نماید. به تواند آسیبزمینه انتقال دانش می

المللی در زمینه آموزش و این منظور بسترسازی برای تعاملات بین

تواند راهکاری مناسب باشد. همچنین نیاز به انتقال دانش می

تدوین راهبردها و اصلاح مقررات در این حوزه برای  گذاری،سیاست

نظارت بر توسعه هوش مصنوعی در حوزه اشتغال است که علاوه بر 

 پذیر و نظارت بر آن، ضمانتکنترل توسعه هوش مصنوعی مسئولیت

اجرای مناسب در این خصوص نیز تعیین شود. در زمینه سواد 

تقای ارای دیجیتال و هدیجیتال نیز لازم است برای توسعه زیرساخت

فرهنگ عمومی دیجیتال، سازوکارهای لازم تعیین شده و برای 

گذاری در این حوزه، تمهیدات لازم درنظر گرفته حمایت از سرمایه

توسعه و کاربرد هوش  یسازفرهنگ شود. در این راستا به منظور

 عنوان یکیگذاری بهو سیاست تدوین برنامه هاسازماندر  مصنوعی

شود. در ادامه برای تکمیل این از راهکارهای کاربردی پیشنهاد می

های صنعت، مطالعات شود، در هریک از بخشمطالعات پیشنهاد می

کاربست هوش  یهاچالشکیفی با مصاحبه با خبرگان در زمینه 

مهارتی برای مصنوعی در مشاغل آن بخش و نیازهای آموزشی و 

نیروی کار فعلی و آتی صورت گیرد. همچنین با انجام مطالعات کمی 

نیازها و الزامات  ،برای مشاغل خاص که در معرض آسیب هستند

ذاران گکند که سیاستراهبردی تعیین شود. این مطالعات کمک می

ها را درنظر گرفته و گیران در این خصوص اولویتو تصمیم

ای مناسب را برای هر نیاز شناسایی شده در ها و راهبردهسیاست

 . آن بخش تدوین نمایند
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و با در نظر  یاشبکه یبا ساختار نگرندهیآ یجا که پژوهشاز آن

 تواندیراهکارها و ابعاد م نیمتقابل ب یهایگرفتن تعاملات و وابستگ

ا ب ،یآت یهادر پژوهش شودیم شنهادیارزش افزوده داشته باشد، پ

، ANPمانند  ارهیچندمع یریگمیتصم یهاروش ریاز سا یریگبهره

DEMATEL ،DANP ای BWMانیاز روابط م یترقیدق لی، به تحل 

 ها پرداخته شود.مؤلفه

 یریدگای نینو یهاکیها با تکنروش نیا بیبا ترک توانیم نیهمچن

 یهوشمندتر برا ییهاچارچوب ،یسیونویسنار ای نیماش

اثرات متقابل در حوزه اشتغال و  یایپو لیو تحل یگذاراستیس

مشارکت  ،یدانیم یهااز داده یریگارائه داد. بهره تالیجیتحولات د

 زین یریگمیتصم بانیپشت یهاستمیو استفاده از س نفعانیذ

 .ارتقا بخشد یرا در مطالعات آت جینتا یدقت و اثربخش تواندیم
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Abstract 

Opinion formation is a propagation process in social networks, examining the dynamics of people's opinion 

dynamics under the influence of others. Several computational opinion formation models have been proposed to 

study the dynamics of opinion and the process of creating situations such as consensus, bipolarity/multi-

polarization, or the diversity of opinions in a society. Due to the growing trend of online social networks and 

considering the speed and convenience of producing and publishing content in these networks, an appropriate 

opinion formation model should be used in related studies. This study surveys the major opinion formation 

models and introduces a set of dimensions distinguishing opinion formation models. These dimensions are 

comprised of 1) opinion space, 2) discrete/continuous time, 3) interaction network, 4) interaction limitation, 5) 

degree of influence, 6) time dependency, and 7) linearity of model. Moreover, some conditions could be 

considered on the models that affect opinion formation model, including 1) homogeneity/heterogeneity of 

interacting people, 2) the number of dimensions of opinion space, 3) first impression, and 4) deterministic/noisy 

modeling. The results of this study help the researchers in the field of opinion formation to choose the appropriate 

opinion formation model according to the conditions and characteristics of the subject under investigation, and 

even to expand opinion formation models, if necessary. 
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 دهیچک

جامعه  و در نتیجه تغییر عقیده در کل نیریسا ریافراد تحت تأث دةیعق رییتغ ییایپو یبه بررس یاجتماع یهادر شبکه دهیعق یریگشکل

و  دهیعق ییایپو یاند که بررسآن ارائه شده یبرا یمحاسبات یهامدل یاست، اما برخ یاز مباحث علوم اجتماع دهیعق یریگ. شکلپردازدیم

 یمحاسبات یهامختلف را با روش طیافراد جامعه در شرا دیاختلاف عقا ایشدن، و  یقطب/چندیمانند اجماع، دوقطب ییهاتیوضع جادینحوة ا

اب و ها، انتخشبکه نیو انتشار محتوا در ا دیبرخط و با توجه به سرعت و سهولت تول یاجتماع یهارشد شبکه. با روند روبهندینما هیتوج

ه ک یابعاد مختلف و گیری عقیدههای شکلمدلپژوهش  نیاست. در ا خورداربر یادیز تیمناسب از اهم دةیعق یریگاستفاده از مدل شکل

شده  مشخص زین دهیعق یریگشکل یهامدل گاهیابعاد، جا نیشده و بر اساس اسی ررب کنند،یم زیمتما گریکدیها را نسبت به مدلاین 

 ی( وابستگ0 ر،یتأث زانی( م1تعامل،  تی( محدود0، ( شبکة تعامل1 گسسته/پیوسته بودن زمان (1 ده،یعق ی( فضا5ابعاد عبارتند از:  نیاست. ا

که روی پویایی و نتیجه  توان در نظر گرفتگیری عقیده میهای شکلشرایطی را در مدل علاوه،. بهبودن یرخطی/غی( خط0به زمان و 

 جی. نتامدلقطعی یا نویزی بودن ( 0، ة جامعهی( تصور اول1 ده،یعق ی( تعداد ابعاد فضا1، جامعه ی/ناهمگونیهمگون( 5تأثیرگذار است، شامل 

وضوع م یهایژگیو و طیمناسب با توجه به شرا دةیعق یریگمدل شکل کندیکمک م دهیعق یریگپژوهش به پژوهشگران حوزة شکل نیا

رار را مد نظر ق ییهایژگیاست، چه ابعاد و و دهیعق یریگشکل یهابه گسترش مدل ازیکه ن یدر صورت یانتخاب کنند و حت یمورد بررس

 دهند.

 

 .یمحاسبات یعلوم اجتماع ،یسازمدل ده،یعق ییایپو ده،یانتشار عق ده،یعق یریگشکل: کلیدواژگان
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  مقدمه -4

فرد دربارة  ی، باور، قضاوت، و برآورد فکر یدگاهد یبه معنا یدهعق

به صورت را  یدهعق توانیم یاضی،موضوع خاص است. با نگاه ر

 یکز ا یخاص یژگیبازة مشخص نسبت به و یکدر  یعدد یا یتقطب

و  باشد یوستهپ یاگسسته  تواندیکه م [5] نمود یفتعر یتموجود

 .[1]باشد فرد  یحترج یاخواست  مندی،یترضا یزانم کنندةیانب

 یهاکنشدر یک گروه یا جامعه از افراد که با هم در تعامل هستند، 

اثرگذاری در دیگران و انتشار کوچک و سادة افراد ممکن است باعث 

جامعه مهم در  ییراتبروز تغعقاید در جامعه شود و نهایتاً منجر به 

هایی از تأثیرگذاری افراد روی عقاید یکدیگر و یرهزنجدر واقع شود. 

که تحت عنوان  [1]گیرد شکل می یرفتار جمعتی یک به عبار

تک تک یدشا .شوداز آن یاد می 1یدهعق یریگشکل یا 5یدهعق یاییپو

 ریناشناس هستند، تأثحتی که  یمجاز یدر فضاافراد تعامل کننده 

 ةیافراد نداشته باشند، اما طبق فرض یدهعق ییرتغ یرو یچندان

 یکارتباطات، اگر چه هر  یاد، حجم ز[0]« یفقدرت ارتباطات ضع»

که  کندیم یدتول یکم، در مجموع قدرت فراوان یرگذاریبا تأث

بنابر این،  سوق دهد. یجامعه را به سمت خاصعقیدة غالب  تواندیم

 است 0یرفتار جمعو  1فرآیند انتشار یقاز مصادگیری عقیده شکل

 . [0]و  [1]

، امکان انتشار های اجتماعیرشد شبکههای اخیر  با توجه به در سال

های علوم . روش[0]عقیده بسیار سریعتر و فراگیرتر شده است 

های اجتماعی به نیز در تحلیل این پدیده [8]اجتماعی محاسباتی 

ها و آوری دادهروند. علوم اجتماعی محاسباتی با جمعکار می

سازی و های مدلتحلیل آنها و نیز روشاطلاعات از فضای مجازی و 

کنند که شناخت شناسان را به ابزاری مجهز میی، جامعهسازشبیه

تری از عقاید جامعه و روند آن داشته باشند و در قیاس، به دقیق

 .[9]مثابة تلسکوپ برای اخترشناسان است 

در کاربردهای مختلفی های اجتماعی در شبکه یدهعق یریگشکل

بازاریابی ، [50] اقتصاد و تجارتمثل  ،گیردمیمورد بررسی قرار 

و حکمرانی دیجیتالی با  [51, 51]، انتخابات سیاسی [55]برخط 

در راستای این اهداف، انتشار شایعات و  .[50]های اجتماعی شبکه

سیار استفاده شده است و البته در چند سال اخیر، اخبار جعلی نیز ب

کشف آنها به یک حوزة تحقیقاتی پرطرفدار تبدیل شده است و 

 .[58-51]های مختلفی برای آن پیشنهاد شده است روش

                                                 
1 Opinion Dynamics 
2 Opinion Formation 
3 Diffusion Process 
4 Collective Behaviour 

از مسائل در ای عنوان زیرمجموعهگیری عقیده به شکلاز طرفی، 

که عموماً مطرح هستند  0و پویایی شبکه 1های پیچیدهحوزة شبکه

 توانیرا مپیچیدگی این  یلدل ینترمهم .های ساده ندارندحلراه

عه تحت مطال یستمس ی، به عنوان اجزاو ذهنیت آنها افراد یچیدگیپ

ی که هر گرة آن یک انسان است که ابررسی شبکهبرای اما  .دانست

و فرآیندهای شناختی  [59] به تنهایی دارای پیچیدگی فراوانی است

، [10] هایش بسیار تأثیرگذار استگیریاو روی باورها و تصمیم

 شودای از تغییر عقیدة هر فرد در نظر گرفته میهای نسبتاً سادهمدل

از  یاریبسکه بتوان بر این پیچیدگی فائق آمد. به همین دلیل 

و  فاصله دارند یواقع یایبا دن یدهعق یریگشکل ینةها در زمپژوهش

واقعی و دقیق در نظر نگرفتن رفتار  توانیعمدة آن را م یلدل

 یعوامل متعدددر دنیای واقعی  .[15] افراد دانست یاجتماع

که  ندمؤثر باش یکدیگر یدعقا یدو نفر رو یرگذاریبر تأث توانندیم

 ، مثل شناختگیرندهای مختلف تمامی این ابعاد را در نظر نمیمدل

 ت،یمیصم یااعتماد  یزان(، مینسبت به هم، نوع رابطه )دوستافراد 

 یاجتماع یاس. در مقهیجانی دو طرف، و حالت موضوع مورد تعامل

وارد، م ینبه ا یدمورد توجه است، با یتجمع یکدر  یدعقا ییرکه تغ

اضافه نمود، مثلاً ساختار ارتباطات افراد  یزن را یاجتماع هاییژگیو

ه. در جامع یرپذیرو تأث یرگذارافراد تأث یساختار یگاهدر جامعه و جا

 یرکننده، بلکه تحت تأثدِ تعاملافرا یرافراد نه تنها تحت تأث یدةعق

. ضمناً واکنش گیرندیقرار م یزن یجمع یهاعوامل، مثل رسانه یرسا

ا متفاوت است و ت یزن یدهعق ییراثرگذار بر تغ ملافراد در برابر عوا

آنها  یشناسمردم هاییژگیوخو و وخُلق یت،به شخص یادیحد ز

 وابسته است. 

مختلف از  یهاپژوهش یده،عق یریگبا وجود عوامل متعدد در شکل

های هر یک از مدلو  کنندیم یمتفاوت موضوع را بررس هاییدگاهد

تر است و خاصی مناسب 0همبافت شرایط و گیری عقیده برایشکل

از  با استفاده اند.ها در تکامل مدل دیگری ارائه شدهالبته برخی مدل

وپی با بررسی پویایی میکروسک گیری عقیده،های شکلمدل

یری گهایی نظیر مکانیک آماری و نظریة جنبشی، الگوی شکلروش

 شودعقیده در مقیاس ماکرو و رفتار جمعی استخراج و بررسی می

و  سازیعقیده در مدل گیریهای شکلبیشترین کاربرد مدل. [11]

ر دایدة اصلی سازی مبتنی بر عامل برای بررسی جامعه است. شبیه

 یاست که به جا ینبر عامل ا یمبتن سازییهو شب یسازمدل

 دهندهلیتشک یبه اجزاسیستم آن  ،سیستم یک یتپرداختن به کل

5 Complex Networks 
6 Network Dynamics 
7 Context 



 و ابعاد آنها یاجتماع یهادر شبکه دهیعق یریگشکل یبرا یمحاسبات یهامدل

 

اجزاء، رفتار کل  یهاها و تعاملشو از کن شودیها( خرد م)عامل

 یسازیهو شب یسازمدل یبترت ین. به اشودیم یبررس یستمس

مانند  یهاییدهو پد یچیدهپ هاییستمس لیلتح یبر عامل برا یمبتن

 [10-11] است یمناسب یکردرو یدر علوم اجتماعگیری عقیده شکل

ای آن هی مثل تحلیل گرافیکی برای غلبه بر پیچیدگیهایو روش

به « عامل». با این توضیح، در ادامه از کلمة [10]ارائه شده است 

 شود.استفاده می« فرد»عنوان مترادف با 

گیری عقیده های مرتبط با شکلهایی که در پژوهشیکی از چالش

در است.  هگیری عقیدشکلمناسب برای وجود دارد، انتخاب مدل 

ه وجوگیری عقیده، های اصلی شکلمعرفی مدلاین مقاله علاوه بر 

شود که نوآوری اصلی این مقاله بیان می هااین مدلافتراق اشتراک و 

گیری عقیده با بررسی های شکلبه این منظور، ابعاد مدل است.

برای ی مناسبی تواند راهنمامی ند کهاهای مختلف احصاء شدهمدل

حتی ارائة مدل گیری عقیده و انتخاب مدل مناسب برای شکل

های بندی مدلهمبافت خاص باشد. دستهشرایط و جدیدی برای 

گیری عقیده بر اساس این ابعاد به درک بهتر جایگاه مشهور شکل

 کند.ها کمک میاین مدل

ر سپس دشود، معرفی می روش پژوهش 1در ادامه، ابتدا در بخش 

 بخششوند. الگوهای توزیع عقاید در جامعه توضی داده می 1بخش 

و در  ندکمیعرفی مبه اختصار را گیری عقیده های شکلمدل 0

توضیح گیری عقیده های شکلهای مدلابعاد یا ویژگی ، 1بخش 

 کند.بندی میمقاله را جمع 1نهایتاً بخش شوند. داده می

 روش -2

گیری عقیده، های شکلدادن مدلدر این پژوهش به منظور پوشش 

 زیر طی شده است: هایگام

 پایگاهدر  آثار علمیعنوان در  مرتبطهای جستجوی کلیدواژه .5

 وجوی زیر:با استفاده از عبارت پرس Google Scholarعلمی 

 allintitle: “Key_words”  
و  اندمنتشر شده 1011تا  1000های سال طیکه 

Key_words  در سه مرحله، هر بار با یکی از عبارات زیر

 :جایگزین شده است

o Opinion formation 
o Opinion dynamics 
o Opinion forming 

 وبازیابی شده در گام قبل  آثار عملی ةبررسی عنوان و خلاص .1

 .هایافتهاز فهرست  غیرمرتبطموارد حذف 

 آثارو افزودن پیدا کردن و باقیمانده  آثار یهاارجاع یبررس .1

 .مواردبه فهرست  اندمنتشر شده 1000قبل از سال که  مرتبط

گیری عقیده و های شکلهای مدلها و افتراقمقایسة اشتراک .0

 گیری عقیدههای شکلهای مدلاستخراج ابعاد و ویژگی

جستجوی فوق آمار به دست آمده از  هایگامدر گام اول از 

نشان داده شده است بیانگر روند افزایشی  5که در شکل ها کلیدواژه

است، به سال اخیر  11گیری عقیده در موضوع شکلتحقیقات در 

منتشر شده  آثارتعداد  Google scholarطوری که بر اساس پایگاه 

رسیده  1010عنوان در سال  100به  1000عنوان در سال  50از 

 150نیز تعداد  1011بر است )در زمان نگارش این مقاله در سپتام

 اند(.در پایگاه علمی گوگل ثبت شده 1011اثر مربوط به سال 

 

گیری عقیده با جستجوی تعداد مقالات مرتبط با شکل .4 شکل

، و «Opinion formation» ،«Opinion dynamics»های کلیدواژه

«Opinion forming » منتشر شده در پایگاهGoogle Scholar  طی

 2421تا  2444های سال

در گام دوم، مقالات مورد غربالگری قرار گرفتند. در این گام، مقالاتی 

گیری نداشتند، از که دیدگاه محاسباتی نسبت به موضوع شکل

 فهرست حذف شدند.

گام سوم در این پژوهش از اهمیت زیادی برخوردار است زیرا تعداد 

ابداع  1000گیری عقیده قبل از سال های شکلزیادی از مدل

اند و بدیهی است که در بازة زمانی مورد جستجو قرار ندارند. دهش

این مقالات با بررسی ارجاعاتی که در مقالات پیدا شده، خصوصاً آنها 

 ، مشخص شدند. [15-18, 59, 55, 0, 0]که جنبة مروری دارند 

با اعمال تغییر جزئی در یک مدل نیز  ی ارائه شدههابرخی از مدل

نظر ها نیز صرفاند که در این بررسی از این مدلاولیه ایجاد شده
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به آنها پرداخته خواهد  0در فصل های باقیمانده که شده است. مدل

 گیری عقیده تلقی کرد.های اصلی و اصیل شکلتوان مدلرا میشد 

اصلی و اصیل باقیمانده با هم مقایسه  هایدر گام چهارم، مدل

 هایی برای مقایسة آنها استخراج شده است.اند و ابعاد و ویژگیشده

 ،و ابعاد آنها گیری عقیدهشکل های اصلیقبل از پرداختن به مدل

شوند. الگوهای توزیع عقاید در جامعه در فصل بعد معرفی می

گیری عقیده اهمیت های شکلاین الگوها برای توضیح مدلشناخت 

 دارند.

 الگوهای توزیع عقاید در جامعه -3

ه بممکن است،  یهای مختلفتوزیع عقاید در افراد جامعه به شکل

عقیده )که ممکن است بر اساس عبارتی با وقوع یک فرآیند انتشار 

های مختلفی گیری عقیده توجیه شود(، به شکلیک مدل شکل

 :[11, 11]شامل ممکن است آن عقیده بین افراد جامعه توزیع شود، 

  اجماع »اجماع: افراد جامعه عقاید یکسان دارند و گاهی بین

که تمامی افراد جامعه بدون استثناء عقیدة یکسان « کامل

که تقریباً تمام افراد عقیده یکسان دارند )و « اجماع»دارند و 

ممکن است یک اقلیت قابل اغماض عقیدة دیگری داشته 

گردد، در این مقاله، منظور از اجماع، باشند(، تمایز قائل می

 همان اجماع کامل است.

  قطبیت: وجود دو عقیدة مخالف با نسبت تقریباً مساوی در

مکن است که عقیده ماهیت جامعه است. قطبیت در شرایطی م

 گسسته دودویی داشته باشد.

 ای: عقیده، ماهیت گسسته با بیش از دو وضعیت دارد و خوشه

قابل توجهی از جامعه به برخی یا تمام مقادیر  هایجمعیت

 شوند.ممکن عقیده نسبت داده می

  ًاختلاف عقاید: شرایطی است که افراد جامعه با توزیع تقریبا

مختلف ممکن را پذیرفته باشند و در واقع یکنواخت عقاید 

ای را نتوان به عنوان عقیدة غالب در جامعه مشخص عقیده

کرد. این حالت مشابه قطبیت است اما برای عقاید با مقادیر 

گسستة چندتایی و عقاید با مقادیر پیوسته نیز قابل تعریف 

 است.

ت که نکتة مهم دیگر در الگوهای توزیع عقاید در جامعه این اس

گیری الگوی نهایی مهم است. مثلاً اگر شرایط اولیة جامعه در شکل

ای در حالت اجماع کامل باشد و هیچ عقیدة مخالفی وجود جامعه

نداشته باشد )و عوامل خارجی تأثیرگذاری هم وجود نداشته باشند(، 

                                                 
1 Ernst Ising 

قاعدتاً دلیلی برای تغییر این الگوی اولیه وجود ندارد. بنابر این، 

توان به این صورت توضیح گیری عقیده را میرسی شکلمسألة بر

داد که در شرایط اولیه با الگوی خاصی از توزیع عقاید در جامعه، با 

گیری عقیدة خاص، پس از مدت مشخصی، اعِمال یک مدل شکل

 گیری عقیده در جامعه چگونه خواهد بود.الگوی نهایی شکل

 یدهعق یریگشکل یهامدل -1

پردازند که چگونه عقیده به این موضوع میگیری های شکلمدل

عقاید افراد، تحت تأثیر اطلاعات دریافتی از محیط اجتماعی خود 

گیری عقیده در این های شکلترین مدل. مهم[10]کند تغییر می

گیری های شکلشوند. ممکن است برخی مدلبخش معرفی می

ها یا ترکیبی از آنها تلقی مدل ای از یکی از اینگونهکه عقیده 

گیری عقیده در های شکلمدل .در این فهرست نباشند ،شوندمی

این بخش به ترتیب روند تاریخی ابداع آنها است که تاریخچة تکامل 

 دهد.آنها را نیز نشان می

 مدل آیزینگ -1-4

 یکاست که  5یزینگارنست آ ی،آلمان یزیکدانبه نام ف یزینگمدل آ

 یرةاز زنج یالت خاصبرای بررسی ح 5910سال  در یزیکیمدل ف

 یسیاز دو حالت مغناط یکی توانندیکه م یسیذرات مغناط یخط

تعامل  خود هاییههمسا ترینیکرا داشته باشند و با نزد یینپا یابالا 

ا ب یشدن خودبخود یسینشان داد مغناطآیزینگ کرد. ارائه  ،دارند

اما بعدها نشان  ،یستن یفقابل توص یبعد یکمدل در حالت  ینا

 یزینگبه عنوان مدل آ ینکمدل که ا یناز ا ینسخة دوبعد ادد

گاه ن ین. از ایدنما یفرا توص یدهپد ینا تواندیم شود،یشناخته م

از آن، به سرعت در  یماکروسکوپ گیرییجهو نت یکروسکوپیم

 نیزو  ی،اجتماع ی،مال شناسی،یستمختلف در ز یچیدةپ هاییستمس

ه ببنابر این اگر چه مدل آیزینگ  استفاده شد. یدهعق یریگلدر شک

 ترینارائه نشد، اما یکی از قدیمی یدهعق یریگعنوان مدل شکل

که جهت ذرات  شودمیدر نظر گرفته گیری عقیده های شکلمدل

مغناطیسی، نشان دهندة جهت عقیدة افراد است و اثر مغناطیسی 

هر ذره بر ذرات اطراف خود، مشابه تأثیرگذاری فرد بر عقاید افرادی 

  .است که با آنها در تعامل است

 مدل فرنچ -1-2

 یهامدل یناز اولارائه شد و  1توسط فرنچ 5910در سال مدل فرنچ 

مدل  ین. در ااست یرینسا یافراد رو یدعقا یرتأث یچگونگ یفتوص

2 French 



 و ابعاد آنها یاجتماع یهادر شبکه دهیعق یریگشکل یبرا یمحاسبات یهامدل

 

. در شودیداده م یشنما یقیعدد حق یکهر نفر به صورت  یدةعق

خود را به  یدگروه بطور همزمان عقا یک یاعضا ی،هر نقطة زمان

ا آنها ب یمطور مستقکه به یگرانیخود و د یدکه متوسط عقا یمقدار

 یدعقا kو  j ی. اگر عضوهادهندیم ییر( دارند، تغاییدهارتباط )عق

 i یدةعق ی،واحد زمان یکبگذارند، پس از  یاندر م iخود را با عضو 

 :شودیم محاسبه هرابطاین طبق 

  kji ooo 31 , 

هستند. در واقع، در  kو  i ،j یدةعق یببه ترت koو  io ،joکه در آن، 

که مجموع مربع  کنندیحرکت م هایییتبه موقع ادتمام افر tزمان 

شود. فرنچ  ینهکم t-1در  یرگذارافراد تأث یرآنها و سا ینب یهافاصله

افراد،  ینب یرگذارکرد که وابسته به ساختار ارتباطات تأث گیرییجهنت

استنتاج . شودیواحد همگرا م یدةعق یکزمان به  یاعضاء ط یدعقا

 ینا اماع، ببه اج یابیدست یساختار ارتباطات رو یرفرنچ در مورد تأث

در  مشترک یدسازگار بود که وقوع عقا یروانشناسان اجتماع یةفرض

 وابسته است. یآنها در ساختار ارتباط یبه همبستگ یت،جمع یک

 مبنده ای همبند یاًبا ارتباطات قو یتیکه در جمع گرفت یجهفرنچ نت

 .[11] فتدامیاجماع اتفاق  طرفهیک

 لسونبِمدل اَ -1-3

 یا مشابه مدل دیگروتارائه شد،  5900که در  [10] 5لسونبِمدل اَ

( است و شوندیداده م یح)که در ادامه توض HK یکمدل کلاس

عامل انجام  هاییههمسا یدها با متوسط عقالعام یدعقا یسازبهنگام

بودن زمان است و به سبب  یوستهمدل، پ ین. نکتة بارز اشودیم

)به  یلیفرانسبا معادلات د یستمس یاییپو یستم،نگرش به س ینهم

 مدل شده است های با زمان گسسته(جای معادلات تفاضل در مدل

[10 ,18]. 

 مدل تیلُر -1-1

هایی معرفی شد. این مدل از معدود مدل 5908در  [18] 1رمدل تیلُ

است که بر اساس مدل ابلسون است و )مشابه ابلسون( با معادلات 

 کند. تفاوت این مدلسازی میگیری عقیده را مدلدیفرانسیل شکل

با مدل ابلسون در این است که ابلسون تغییر عقیدة افراد جامعه را 

بر  دانست، اما تیلر علاوهکننده میفقط تحت تأثیر سایر افراد تعامل

ی را های اجتماعسایر افراد، نقش منابع ثابت تأثیرگذار یعنی رسانه

نیز در نظر گرفت. مدل تیلر همچنین دو عامل دیگر را نیز در 

                                                 
1 Abelson 
2 Taylor 
3 DeGroot 
4 Stochastic 

گیری عقیده لحاظ کرد، شامل مقاومت نسبت به تغییر عقیده شکل

ن نرخ ای که که میزان این مقاومت نیز ثابت نیست و نیز نرخ تعامل

 نیز ثابت نیست.

 دیگروتمدل  -1-6

نفر(،  k، عقیدة افراد )ارائه شد 5900که در  [19] 1در مدل دیگروت

 ای نسبت به موضوع داردپیوسته است و هر فرد در ابتدا عقیده

(ko,..,1o)هر فرد، وزن . ip  به افراد گروه )شامل خودش و با مجموع

سازی عقیدة فرد در هر گام زمانی دهد و بهنگام( تخصیص می5برابر 

 :شودانجام می رابطة زیرها طبق دار عقیدهبا محاسبة متوسط وزن




k

i

iiop
1

 

شود هایی میشامل وزن Pام از ماتریس iماتریسی، سطر  در شکلِ

دهد و جمع هر سطر، به عقیدة افراد گروه تخصیص می iکه فرد 

است. اگر عقاید  0یک ماتریس اتفاقی Pاین، ماتریس یک است. بنابر 

سطر و یک ستون نشان داده شود،  kشامل  Oاولیة افراد با ماتریس 

تبدیل  O(1)این عقاید پس از یک مرحله تعامل در گروه، به ماتریس 

 است: Oو  Pشود که حاصل ضرب می

POO )1(  

 شوند: یط یزن یبعد یزمان یهاگام یبترت ینو اگر به هم

,)1()( OPPOO nnn  
      ,..3,2n  

اع که اجم یابدادامه  یتا زمان یا نهایتیروند تا ب ینا شودیفرض م

 :د، به طوری کهحاصل شو

.)()1( nn OO   

انتقال به هر حالت، فقط به حالت قبل بستگی دارد که با ماتریس 

شود، به این ترتیب این فرآیند، یک فرآیند انتقال انجام می Pاتفاقی 

است و قضایای مربوط به آن قابل اعمال است.  0یا مارکوف 1حافظهبی

وجود داشته باشد که تمامی  nدیگروت اثبات کرد اگر عدد صحیح 

مثبت باشند، اجماع  n(P( های حداقل یک ستون از ماتریسدرایه

 آن قابل محاسبه است.افتد و مقدار اتفاق می

 دهندهمدل رأی -1-5

ها گسسته هستند و عقیده( 5901)سال  [00] 0دهندهمدل رأیدر 

5 Memoryless 
6 Markov 
7 Voter 
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شود. تخصیص داده می s=1به هر عامل، یک متغیر دودویی 

فرض  5دار قویاً همبندها و ارتباطات آنها، یک گراف جهتعامل

شود و ای به صورت تصادفی انتخاب میشود. در هر مرحله، گرهمی

های خود )شامل خودش( را تصادفی انتخاب این گره یکی از همسایه

کند. در کند و عقیدة آن را به عنوان عقیدة خودش انتخاب میمی

وان تکنند. میها از همسایة خود تقلید میواقع طبق این قاعده، عامل

  .[59]رسد که این الگوریتم به اجماع مینشان داد 

 FJمدل  -1-7

فرد، عقیدة ابتدایی خود ، 5990ارائه شده در  1FJ [05 ,01]در مدل 

کند و وزن دیگری برای تمامی حفظ می igرا با وزن مشخص 

 زیر با رابطة t+1ام در زمان iهمسایگان قائل است. پس عقیدة عامل 

 :قائل است jبرای عامل  iوزنی است که عامل  ija آید کهبه دست می

          toatoagogto niniiiii ...101 11   

ها را بیان و فرم ماتریسی آن که تغییر عقیده برای تمامی عامل

 کند به این صورت است:می

       tAOGGOtO  101    for tT 

 Iو   1ig0 در قطر که ig ماتریس قطری است با G که در آن،

 ماتریس همانی است.

 مدل اِشنید -1-8

 1000مدل خود را که بر اساس مدل آیزینگ است، در سال  1اِشنید

ارائه نمود.  [00]تری نسخة کامل 1001و در سال  [01]ارائه کرد 

در مدل اِشنید، سیستم از تعدادی عامل تشکیل شده که عقیدة هر 

تم به . سیستواند انتخابی بین دو گزینة مشخص باشدعامل، تنها می

 ود شود. در هر گام زمانیصورت زنجیرة آیزینگ در نظر گرفته می

روی  i+1و عامل  (شودکه به صورت تصادفی انتخاب می) i عامل

تأثیر  i+2و  i-1 هایعاملیعنی های خود، ترین همسایهنزدیک

 گذارند. قاعدة پویایی به صورت زیر است:می

  هایعامل عقایداگر i و i+1 ها یعنی برابرند، روی همسایه

گذارند و عقاید همگی یکسان تأثیر می i+2و  i-1 هایعامل

 شود.می

 هایعامل عقاید  اگر i و i+1  عامل یکدیگرند، عقیدة  مخالف 

i-1  برابر عقیدة عاملi+1  و عقیدة عاملi+2 برابر عقیدة عامل 

                                                 
1 Strongly connected 
2 Friedkin and Johnsen 
3 Sznajd 
4 Social validation 

i دیگر شود. به عبارت دیگر هر عامل روی همسایة عامل می

نماید. از دیدگاه عقیده میگذارد و او را با خود، همتأثیر می

توان گفت وقتی دو همسایه با هم اختلاف دارند، دیگر می

 .کندآنها نیز با آنها مخالفت می همسایة دیگرِ

که  ییها. صورتدهدیم یشنما یدو قاعدة فوق را به خوب 1شکل 

ممکن را دارند و عقیدة از دو  یکی کنند،یراست نگاه م یابه چپ 

انتخاب  اییدههنوز عق کنند،یکه روبرو را نگاه م ییهاصورت

 .یافتاختصاص خواهد  آنهااز دو مقدار ممکن به  یکیاند و نکرده

است. طبق  0قاعدة اول در این مدل، قاعدة اعتبارسنجی اجتماعی

ران یگدانیم چکار کنیم، به داین قاعده، در بعضی شرایط که نمی

دهند. دهیم که آنها انجام میکنیم و همان کاری را انجام مینگاه می

 .[00]مختلف اثبات شده است های این موضوع در آزمایش

مثلاً در شرایطی مثل مجلس نمایندگان که در مورد موضوعی قرار 

روی  را در نظر بگیرید. نمایندگان گیری انجام شوداست رأی

های صندلیدر اند و با نمایندگانی که های خود نشستهصندلی

ا تأثیر روی آنهو  توانند صحبت کنندتر میاند راحتنشستهتر نزدیک

 برای توصیف این شرایط مناسب باشد.تواند این مدل میبگذارند. 

 خیلی مفیدجوامع بزرگ برای  مدل یک بعدیاین که بدیهی است 

 .تر استنیست. مدل دوبعدی اِشتوفر یک قدم به واقعیت نزدیک

 رمدل اِشتوفِ -1-9

بر مبنای مدل اِشنید اما  1000مدل خود را در سال  [01] 1راِشتوفِ

یکی  فرد )عامل(. در این مدل نیز هر کردارائه  LL 0روی مشبکة

 شود:ده میاز دو قطبیت ممکن را دارد و از دو قاعدة زیر استفا

  اگر تمامی چهار همسایه دارای قطبیت یکسان نباشند، هشت

 مانند.همسایة آنها بدون تغییر باقی می

 جهت یک جفت همسایه، تمام شش همسایة خود را با خود هم

 جهت باشند.کنند اگر و تنها اگر این دو همسایه هممی

، اجماع به دست خواهد 0با این دو قاعده، همیشه در حالت پایدار

آمد. به علاوه، انتقال فاز نیز قابل مشاهده است به طوری که اگر 

باشد، تمام ذرات با جهت  0.5چگالی اولیة ذرات با جهت بالا کمتر از 

دهد تغییرات را نشان می 1شکل  پایین خواهند بود و برعکس.

 .(دتوانند جهت بالا یا پایین بگیرن)نقاط، ذراتی هستند که می

5 Stauffer 
6 Lattice 
7 Steady state 
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مثال مجلس نمایندگان که در مدل اشنید مطرح شد، در اینجا نیز 

قابل تصور است با این تعمیم که هر نماینده علاوه بر نمایندگانی که 

های جلوتر در چپ و راست خود قرار دارد، با نمایندگانی که در ردیف

 کند.اند نیز گفتگو میتر نشستهو عقب

 
بعدی یدة عامل در مدل یکهمسایه روی عق هایعاملتأثیر  .2 شکل

 اِشنید

 

 
های همسایه در مدل دو بعدی ها روی عقیدة عاملتأثیر عامل .3 شکل

 [11] اِشتوفر

 مدل گلََم -1-44

سازی یک بعدی در مدل نشان داد قاعدة بهنگام 1000در سال  5گَلَم

تواند در مدل دوبعدی نیز دقیقاً اعمال شود، به این صورت اِشنید می

که قاعدة یک بعدی برای هر یک از چهار زنجیره )دو زنجیرة افقی 

ه توسط چهار ذرة وسط یک مشبک ایجاد و دو زنجیرة عمودی( ک

 .(0)شکل  شود، اعمال گرددمی

 
های همسایه در مدل دو بعدی ها روی عقیدة عاملتأثیر عامل .1 شکل

 [11] گَلَم

کنند. بعدی با یکدیگر ارتباط برقرار نمیاما افراد در یک مشبک دو

تر کردن این مدل به دنیای های مختلفی در جهت نزدیکپژوهش

خی اند، برواقعی انجام شده، مثلاً برخی ساختار مشبک را تغییر داده

                                                 
1 Galam 
2 Small world 
3 Scale free 

 ای جهاناند، ساختارهای شبکهشبکة پیچیده اجرا کردهمدل را روی 

اند، و علاوه بر ، و گراف کامل نیز استفاده شده1مقیاس، بی1کوچک

رفته ها در نظر گتغییر در ساختار شبکه، ابعاد دیگری نیز در پژوهش

 .[00] تعداد متغیرهای حالت و اند، مانند افزایش قلمرو تعاملشده

 دوفانمدل  -1-44

ارائه کرد و  1000گیری عقیده در سال یک مدل شکل 0دوفان

با اعِمال عدم  1001های در سال گسترش هایی روی همین مدل را

محدودة اعتماد »با معرفی و اعِمال مفهومی به نام  1000قطعیت و 

که در هر یک مدل پیوسته است  [00] دوفانمدل ارائه کرد. « نرم

به طور تصادفی انتخاب عامل موجود  Nاز ی دو عامل گام زمان

کمتر باشد،  d شوند و اگر اختلاف عقیدة آنها از آستانة مشخصمی

( طبق 0.5)بین صفر و  ، با پارامتر همگرایی joو  io عقاید آنها،

 شوند:زیر به هم نزدیک میروابط 
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شود، نهایتاً توسط این مدل تولید میهایی که ها یا خوشهتعداد قطب

 ةابطراز  maxp، هابستگی دارد به طوری که بیشترین تعداد قطب dبه 

)d1/(2=maxp مقادیر اما، کندتبعیت می   وN  روی زمان همگرایی

 گذارند.تأثیر می

 ی مانندردامدل دوفان برای بررسی میزان و روند عقاید مردم در مو

دین، مذهب، جناح سیاسی، و امثال اینها مناسب است. مثلاً دو نفر 

جزئیات یک حکم شرعی اختلاف ممکن است در مورد مذهب شیعه 

نظر داشته باشند و با هم مباحثه کنند، اما قاعدتاً یکی از این دو در 

کند زیرا اختلاف نظر آنها این خصوص با یک فرد مسیحی بحث نمی

(d  خیلی زیاد است. البته قابل تصور است که مباحثة )در مدل دوفان

بین یک مسلمان و یک مسیحی روی اصل دین و انتخاب آنها باشد. 

شود و حتی اگر ضمناً چنین مباحثاتی با افراد مختلف انجام می

 دوسازی قابل تبدیل به مباحثات دوبهدو هم نباشد، در مدلدوبه

 شود.تکرار می است و در دورهای مختلف

جایگزین  1، مفهوم توافق نسبیدوفاندر گسترشی روی مدل اولیة 

شود که در مدل اولیه استفاده شده بود. مفهوم اعتماد محدود می

 تواند در اثرضمناً در این مدل، علاوه بر عقیده، عدم قطعیت نیز می

ها در صورتی روی تعاملات تغییر کند. در اعتماد محدود، عامل

 0ایگذارند که اختلاف عقیدة آنها از آستانهة یکدیگر اثر میعقید

4 Deffuant 
5 Relative agreement 
6 Threshold 
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تواند به عنوان یک عدم قطعیت در اطراف کمتر باشد، این آستانه می

عقیده تلقی گردد که افراد به عقاید خارج از محدوده عدم قطعیت 

 .[00]کنند خود، توجه نمی

 iuو عدم قطعیت  io شود، عقیدهبا دو متغیر بازنمایی می iهر عامل 

 5، قطعةiu+ioتا  iu-ioکه هر دو، اعداد حقیقی هستند. محدودة از 

 -5شود. با این فرض که عقاید در محدودة نامیده می iعقیدة عامل 

کنند طور تصادفی با یکدیگر تعامل می+ قرار گیرند، دو عامل به5تا 

 عقیدة) joو ممکن است روی عقیدة یکدیگر تأثیر بگذارند. تغییرات 

متناسب است با همپوشانی بین قطعات  i( تحت تأثیر عامل  jعامل 

تقسیم بر عدم قطعیت قطعة تأثیرگذار )که  (آنها توافقمیزان آنها )

کند(. نکتة قابل توجه این است دلیل نامگذاری نسبی را توجیه می

 ،تمتقارن نیس شانتأثیر واقعیقطعیت متفاوت، های با عدمکه عامل

 .قطعیت عامل تأثیرگذارتقسیم عدمبه دلیل 

با  jبر روی عامل  iuقطعیت و عدم ioبا عقیدة  iتأثیر عامل  1شکل 

همپوشانی بین عقاید  ijcدهد. را نشان می ju قطعیتو عدم joعقیدة 

همپوشانی ندارد. در  jاست که با  i بخشی از ijc-i2uدو عامل است و 

د چین، و بعقبل از تعامل با خط هاسمت راست شکل، موقعیت قطعه

اند. توافق، همپوشانی منهای از تعامل با خط توپر نشان داده شده

 :این رابطه ناهمپوشانی است، طبق

   iijijiij uccuc  22  

 iو توافق نسبی، حاصل تقسیم توافق به طول قطعة عقیدة عامل 

 است. بنابر این توافق نسبی خواهد بود: i2uیعنی 
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 اند.مشخص شده فوقپارامترهای مورد استفاده در رابطة  1شکل  در

 
 دوفانتأثیر عامل روی عقیدة عامل دیگر در مدل توافق نسبی  .6 شکل

[17] 

                                                 
1 Segment 
2 Smooth Bounded Confidence 
3 Warm discussion 

را به مدل خود  1اعتماد محدود نرم [08]در مدل دیگری  دوفان

اضافه کرد و این پدیدة روانشناسی اجتماعی را مد نظر قرار داد که 

شود در مورد یک سؤال کلی به اجماع وقتی از گروهی خواسته می

دهند، به اجماعی دست سند، در طی بحثی که بین خود انجام میبر

یابند که به جای اینکه متوسط نظرات اولیة افراد باشد، نظرات به می

های صورت افراطی به یکی از دو انتهای طیف گرایش دارند و آزمایش

مختلف این موضوع را اثبات کرده است. همچنین برخی مطالعات 

ضای بحث، غیررسمی و آزاد یا به اصطلاح نشان داده که هر چه ف

تر است و در مقابل، باشد، اجماع نهایی به افراط نزدیک 1بحث داغ

شود اجماع به میانگین فضای بحث رسمی و با محدودیت، منجر می

 تر باشد.عقاید اولیه افراد نزدیک

یک عقیدة پیوسته و یک  دوفاندر این مدل، افراد مشابه مدل قبلی 

أثیر کنند. تت دارند که با هم به صورت تصادفی تعامل میعدم قطعی

افراد روی عقیدة یکدیگر متناسب با یک تابع گاوسی از فاصلة بین 

گرایانی دو عقیده است. طبق این مدل، اگر بین جمعیت، افراط

شود، حضور داشته باشند، انتقال به یکی از دو انتهای طیف انجام می

 ان در دو انتهای طیف برابر باشند.گرایحتی اگر تعداد افراط

، مطابق مفهوم اعتماد محدود، دو عامل که در دوفاندر مدل اولیة 

کردند، نظر عامل گرفتند و تعامل میمحدودة اعتماد هم قرار می

ر کردند. اما ددیگر را بر اساس ضریب ثابتی به سمت خود جلب می

ده شده که در معرفی و استفا این مدل، مفهوم اعتماد محدود نرم

از  0آن، میزان جلب نظر عامل مقابل متناسب است با تابع گاوسی

فاصلة بین عقاید و انحراف معیار عدم قطعیت عامل. لحاظ نمودن 

های مختلف، نحوة گرایش عقاید این ویژگی در مدل و انجام آزمایش

 نماید. به حدود یک انتهای طیف عقاید را توجیه می

هایی هستند که عقیدة آنها در این مدل، عاملگرا های افراطعامل

در یک انتهای طیف قرار دارد و عدم قطعیت آنها خیلی کم است و 

نامید، در بازة عقاید توزیع  1روتوان آنها را میانهها که میسایر عامل

 قطعیت بیشتری دارند.اند و عدمشده

پس از  u(t)و عدم قطعیت  o(t)در این مدل، تأثیر عامل با عقیدة 

با تابع گاوسی  u’(t)و عدم قطعیت  o’(t) بحث، بر روی عامل با عقیدة

 شود:زیر بیان می

 




















 


2

exp
u

oo
oogu

 

4 Gaussian function 
5 Moderate 



 و ابعاد آنها یاجتماع یهادر شبکه دهیعق یریگشکل یبرا یمحاسبات یهامدل

 

عامل در یک گام زمانی با  قطعیتِبنابر این، تغییرات عقیده و عدم

 ود:شمیبیان زیر روابط 
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 عقیدة تأثیر اجتماعی گیریمدل شکل -1-42

ه افراد کند که چگونفرضیة تأثیر اجتماعی در روانشناسی توصیف می

گیرند و به نوبة خود روی دیگران تأثیر تحت تأثیر دیگران قرار می

گذارند. طبق تعریف، هر گونه تأثیرگذاری و تأثیرپذیری روی می

ی، ، ضمناحساس، افکار، یا رفتار فرد که بر اثر حضور یا عمل واقعی

نیز در  1اَش. [09]است  5یا تصورشدة دیگران باشد، تأثیر اجتماعی

با مطالعات و آزمایش های تجربی اثبات کرده بود که  5910دهة 

و فشار گروهی قرار  عقیدة افراد تحت تأثیر اطرافیان آنها

گیری عقیده های شکلبر همین مبنا، مدل. [15, 10]گیردمی

. بر اساس این [1]مبتنی بر فرضیة تأثیر اجتماعی ابداع شدند 

فرضیه، تأثیر یک گروه اجتماعی روی یک فرد به موارد زیر بستگی 

 دارد:

  چه تعداد افراد بیشتری مخالف عقیدة فرد تعداد افراد گروه: هر

باشند و با او تعامل کنند، تأثیر بیشتری در تغییر عقیدة فرد 

 عقیدهطور مشابه اگر تعداد افراد بیشتری با او همدارند و به

باشند و با او تعامل کنند، استوار ماندن فرد بر عقیدة فعلی 

 شود.خود بیشتر می

  های متقاعدکننده: افراد دارای قدرتقدرت متقاعد کردن گروه

ند توامتفاوتی در متقاعد کردن هستند. این متقاعد کردن می

در جهت تغییر عقیده )توسط فردی با عقیدة مخالف( یا در 

 عقیده( باشد.جهت تقویت عقیدة فعلی فرد )توسط فرد هم

 ة تواند فاصلفاصلة گروه متقاعدکننده از فرد: این فاصله می

/یا فاصله تجریدی باشد و حتی فاصلة زمانی از زمان فیزیکی و

تواند ملاک قرار گیرد. هر اندازه فاصلة گروه تعامل نیز می

متقاعدکننده از فرد کمتر باشد، تأثیرگذاری روی فرد بیشتر 

 است.

فرد وجود  N گیری تأثیر اجتماعی در نقطة شروع،طبق مدل شکل

را دارد. ضمناً  1=io الفیکی از دو عقیدة مخ i دارند که هر فرد

ه شود کبرای هر فرد دو پارامتر با مقادیر حقیقی در نظر گرفته می

                                                 
1 Social impact  
2 Solomon E. Asch 

نشان دهندة قدرت تأثیر او روی دیگران است. این دو پارامتر شامل 

است.  is 0، و پارامتر قدرت پشتیبانی ip 1پارامتر قدرت متقاعدسازی

برای تغییر عقیدة دیگران و پارامتر قدرت  پارامتر قدرت متقاعدسازی

شود این داشتن عقیدة آنها است. فرض میبرای ثابت نگه انیپشتیب

باشند. به این  sو  pدو پارامتر اعداد تصادفی با متوسط به ترتیب 

شود و دینامیک پیچیده در ترتیب اغتشاش در سیستم ایجاد می

، که یک  iIمع تأثیرات، ترین حالت، جشود. در سادهمدل برقرار می

 :است بق رابطة زیرطکند از محیط جامعة خودش تجربه می iفرد 
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بین دو نفر را بیان  ijdسرعت کاهش تأثیر متناسب با فاصلة  که 

 هایکند. جملة اول در معادلة بالا تأثیر متقاعدسازی توسط عاملمی

برابر صفر است(  joio-1های موافق، با عقیدة مخالف است )برای عامل

 iعقیدة های همو جملة دوم، تأثیر تداوم عقیده یعنی اصرار عامل

باشد )در این حالت روی عقیدة فعلی خود می iبرای باقی ماندن 

برابر صفر است(. در هر دو حالت،  joio+1های مخالف، برای عامل

متناسب با قدرت متقاعدسازی/ تداوم عقیدة  iتأثیر هر عامل روی 

بیش از مجموع  iاوست. اگر مجموع تأثیر برای تغییر عقیدة فرد 

 شود.مثبت می iIاش باشد، تأثیر برای ثابت ماندن عقیده

 :شودپویایی عقیده در این مدل توسط رابطة زیر بیان می

   iiii htItosignto  )()(1 , 

یک مقدار تصادفی برای بیان تأثیر تمام منابع غیر از  ih آندر که 

، طبق این معادله، 0ih=تأثیر اجتماعی بر روی عقیده است. با فرض 

و  0iI< اگر فشار تغییر عقیده بر فشار تداوم عقیدة فعلی غلبه کند،

غیرصفر باشد و فشار  تواندمی ihدهد. اما تغییر می اش رافرد عقیده

کننده در جهت یکی از عقاید ممکن توسط منابعی غیر از افراد تعامل

 را در مدل وارد کند.

برای بررسی عقاید جامعه و روند تغییرات توان از این مدل مثلاً می

مثل انتخابات  آن در یک فضای انتخابات عمومی بین دو گزینه

های عمومی اگر رسانهد. استفاده کر بین دو نامزدریاست جمهوری 

مقداری غیرصفر دارد  ihبه سمت نامزد خاصی گرایش داشته باشند، 

در دهد. که تأثیرگذاری به سمت یکی از نامزدها را نشان می

ند شوها انجام مییا گروه برخط های اجتماعیمباحثاتی که در شبکه

کند و هر بار یک نفر در تأیید یا رد یکی از نامزدها اظهار نظر می

وابسته به شناخت مخاطبان  (،js یا jpگذارد )تأثیری در مخاطبان می

3 Persuasiveness 
4 Supportiveness 
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( و در طی و  ijdاز گوینده )نظردهنده(، تأثیرپذیری متفاوت است )

های زمانی متوالی، عقیدة جامعه و تصمیم نهایی در انتخاب نامزد گام

بر ساز قاعدتاً مدل شود.میتر و تعیین برندة نهایی انتخابات مشخص

ها، پارامترها ها و آمارگیریگیریاساس شناخت خود از جامعه، نمونه

 کند.سازی( میزند و مدل را اجرا )شبیهرا تخمین می

  HKمدل  -1-43

عامل در  Nارائه شد. در این مدل  [10] 1001در سال  5HKمدل 

دارد و مشابه  t(io( سیستم وجود دارند که هر عامل عقیدة پیوستة

های طبق قاعدة اعتماد محدود، هر فرد همسایه دوفانمدل اولیة 

هایی ارتباط دارد که کند و فقط با همسایهمرتبط را انتخاب می

، در هر دوفانعقایدشان به اندازة کافی به او نزدیک است. در مدل 

گیرد اما در این گام زمانی عامل تحت تأثیر یک عامل دیگر قرار می

ها( قرار های دیگر )بین صفر تا تمام عاملمدل، تحت تأثیر عامل

اش دهد، عقیدهگیرد و بر اساس وزنی که به آنها تخصیص میمی

  j هایبرای عقیدة سایر عامل ijaیک وزن  iکند. هر عامل تغییر می

گیری عقیدة شود و شکلها یک می ijaست به طوری که جمع قائل ا

 :کندتغییر میزیر در هر گام زمانی طبق رابطة  iعامل 

)(...)()()1( 2211 toatoatoato niniii   

تابع  ijaاما ضرایب ممکن است با زمان تغییر کنند، در این صورت 

 است، بنابر این: o(t)ها، یعنی زمان و/یا کل عقاید عامل

)),(,( totaa ijij   

آوری های متغیر طی زمان در یک ماتریس جمعو اگر تمامی این وزن

یک که  شودستون ساخته می nسطر و  nبا زیر شوند، ماتریس 

آن،  ی است که جمع هر سطرنامنف یاست، ماتریس 1ماتریس اتفاقی

 یک است:

  )(,))(,( totatotA ij . 

 کند.مدل عمومی را بیان میزیر به این ترتیب معادلة  

  )()(,)1( tototAto      for tT 

نکنند، مدل  رییبا زمان تغ بیمدل که ضرا نیاز ا یالت خاصح

 FJمدل  گر،یو حالت خاص داست  گروتیهمان مدل د ای کیکلاس

 هاعامل ریسا دیعقا یزن و براو کیخود  دةیعق یاست که عامل برا

ا است ام یمدل مشابه زیلسون نبِ. مدل اَشودیوزن قائل م کی زین

 .ردیگیدر نظر م وستهیزمان را پ

                                                 
1 Hegselmann and Krause 
2 Stochastic 

 مدل قاعدة اکثریت -1-41

مناظره و معرفی شد و  1001در سال  [11] 1مدل قاعدة اکثریت

کند. در این مدل، ر عموم پس از آن را توصیف میاظهار نظ

تخصیص  هاتایی از عامل Nهای دودویی به یک جمعیت عقیده

 +pبه ترتیب نسبت  -5+ و با عقیدة 5های با عقیدة د. عاملنیابمی

(. برای +p-=1-p) دهندها را تشکیل میاز کل جمعیت عامل -pو 

توانند با هم ارتباط داشته باشند ها میعاملسادگی فرض کنید تمام 

و شبکة اجتماعی ارتباطات، یک گراف کامل است. در هر تکرار، 

به صورت تصادفی انتخاب ه به عنوان گروه مباحثعامل  r گروهی از

های گروه با عقیدة شوند و به عنوان نتیجة تعامل، تمام عاملمی

، rشوند. اندازة گروه، عقیده میهای درون گروه هماکثریت عامل

 شوددر هر گام، از یک توزیع تصادفی انتخاب میو ثابت نیست 

 .(0)شکل 

 
مدل قاعدة اکثریت: تأثیر عقیدة اکثریت گروه به تمام اعضای  .5 شکل

 [49] گروه

های مختلفی از مدل قاعدة اکثریت نیز بررسی شده است، مثلاً گونه

ها در فضا، امکان تعامل عامل عقیدة چندحالتی، امکان حرکت عامل

، و وجود 0ها، وجود افراد مخالف نظر جمعبا تعداد متغیری از همسایه

 کنندهای غیرمنعطف که همیشه روی نظر خود پافشاری میعامل

[59]. 

ویزیونی بین نامزدهای یک انتخابات مثلاً بعد از پخش یک مناظرة تل

عمومی که مردم شناخت کافی از آنها ندارند، افراد جامعه در 

های کوچک دو یا چند نفری نظرات خود را با هم در میان جمع

رسند و البته بندی )هر چند موقت( میگذارند و به یک جمعمی

ت اس های مختلف ممکنها در جمعتمایل آنها تحت تأثیر این تعامل

بارها تغییر کند. مدل قاعدة اکثریت برای این شرایط مدل مناسبی 

های دونفری است. اگر این محدودیت را قائل شویم که فقط جمع

دهنده که پیشتر بررسی شد، مدل شکل بگیرد، مدل رأی

 تری است.مناسب

3 Majority rule 
4 Contrarians 
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 مدل آلتافینی -1-46

ارائه کرد.  1051، و 1051، 1051های هایی در سالمدل 5آلتافینی

ها در نظر گرفت پویایی عقیده را برای حالت خاصی در گراف عاملاو 

ها وجود دارد و روابط خصمانه بین نیز بین عامل 1که روابط خصمانه

 ها را در شبکة تأثیرگذاری عقاید با علامت منفی نشان دادعامل

دو قسمت دار را بتوان به . در حالت خاصی که گراف علامت[11]

 مثبت یهاهای هر قسمت دارای علامتطوری که گرهتقسیم کرد به

های بین دو گرة متعلق به دو قسمت بین خود باشند و تمام لبه

است. گراف بدون  1مختلف، منفی باشند، این گراف متوازن ساختاری

علامت منفی حالت خاصی است که یکی از این دو بخش، تهی است. 

 توازن ساختاری باشد،م ،اگر گراف تأثیر عقایدآلتافینی نشان داد 

های منفی در شبکه را حذف کرد و هایی علامتتوان با تبدیلمی

تحلیل  0یکنوا هایپویایی آن را با اصول و روابط حاکم بر سیستم

 نمود. 

ها با تعامل ها چنین در نظر گرفته شده که عاملدر اغلب مدل

ی هایبرسند در صورتی که نمونهکنند به اجماع سعی می 1همکارانه

 0ها با یکدیگر رقابتتوان یافت که برخی عاملدر دنیای واقع می

نشان داد در شرایط خاص، دو قطبی  [10]کنند. آلتافینی در می

شود به طوری که افراد به دو دستة با عقاید مخالف تقسیم ایجاد می

، های سیاسی دوحزبیشوند. این اتفاقی است که مثلاً در سیستممی

المللی و امثال اینها های رقیب بین، بلوک0بازارهای انحصار دوقطبی

 وجود دارد.

ها ضمن وجود خاصی در نظر گرفته شده که عامل حالت [11]در 

که  ایبرخی روابط رقابتی باید به یک اجماع برسند، مشابه مسابقه

شود و در پایان تنها یک نتیجه اعلام بین دو گروه رقیب برگزار می

شود. در ضمن شرط توازن ساختاری نیز برداشته شده و گراف می

 نظر گرفته شده است.  در 8دار قویاً همبنددار علامتجهت

 BEBAمدل  -1-45

های ، مدل9BEBA [10]کنندگان مدل بر اساس ادعای ابداع

اد ای از تأثیرپذیری افرگیری عقیده عمدتاً بر اساس قواعد سادهشکل

اند، در حالی که در دنیای امروزی تحت تأثیر اجتماع اطراف، بنا شده

های برخط و در بسیاری موارد با که غالباً محتوا از طریق شبکه

دة شود، دو پدیاستفاده از ابزارهای هوش مصنوعی تولید و منتشر می

                                                 
1 Claudio Altafini 
2 Antagonistic 
3 Structurally balanced 
4 Monotone systems 
5 Collaborative 

( نتیجة معکوس )که استعارة آن، پس 5اجتماعی نقش مهمی دارند: 

نتیجة  ( جذب متعصبانه. منظور از1زدن آتش تفنگ است( و 

معکوس آن است که یک عقیدة مخالف ممکن است باعث تثبیت 

بیشتر عقیدة فرد شود، به این معنی که نه تنها باعث تعدیل عقیدة 

تر نماید. جذب او نشود، بلکه او را در عقیدة فعلی خود راسخ

متعصبانه نیز به این معنی است که اگر عقیدة فرد دیگری 

در  BEBAپذیرد. مدل قیدة او را میتأییدکنندة عقیدة فرد باشد، ع

ای از مدل دیگروت است که نتیجة معکوس نیز واقع گسترش یافته

 در آن لحاظ شده است.

 گیری عقیدههای شکلسایر مدل -1-47

گیری عقیده به اختصار های شکلمهمترین و مشهورترین مدل

از  هایی، عمدتاً گونهگیری عقیدههای شکلشدند. سایر مدلعرفی م

ها هایی از آنیا ترکیبو ها با تغییراتی در برخی ابعاد آنها دلاین م

  شوند.محسوب می

 گیری عقیدههای شکلمدلابعاد  -6

های ویژگیابعاد یا  توانیم دهیعق یریگمختلف شکل یهامدلبرای 

های بندی مدلسه ویژگی برای دسته [10]در  قائل شد. یمختلف

( 1( زمان )پیوسته/ گسسته(، 5یده ذکر شده است: گیری عقشکل

( تمام فرضیاتی که در خصوص تأثیر 1عقیده )پیوسته/ گسسته(، و 

مقالات منتشر شده در  [19]شود. در اجتماعی در مدل انجام می

گیری عقیده شکلسازی مبتنی بر عامل برای حوزة استفاده از مدل

های مبتنی بر عامل هایی که در این مدلاند و ویژگیبررسی شده

اند، عبارتند از: فضای عقیده، جهت تأثیرگذاری شناسایی شده

های طرف تعامل طرفه(، عاملها روی یکدیگر )دوطرفه، یکعامل

ها(، تابع ترین همسایهدو، هر دو عامل ممکن، نزدیک)دوبه

های دار تأثیر عاملثلاً متوسط یا متوسط وزنروزرسانی )مبه

روزرسانی منظم یا ها )بهروزرسانی عقاید عاملتأثیرگذار(، تواتر به

روزرسانی نامنظم(، و ها در هر گام زمانی، یا بهای تمام عاملدوره

ها بر اساس تابع ها عاملکه در برخی بررسی 50تابع مطلوبیت

 کنند.مطلوبیت رفتار می

 دهیعق یریگشکل یهامدلتری از جامع یهایژگیوپژوهش،  در این

گیری عقیده و بررسی نقاط اشتراک و های شکلبا مطالعة مدل

6 Compete 
7 Duopolistic 
8 Strongly connected signed digraph 
9 Backfire Effect and Biased Assimilation 
10 Utility function 



 510 یال 501صفحه  ،«و تحلیل داده یهوش مصنوع» ژةی، شمارة و5000، مهر 01سال هفدهم، شماره  رانیاطلاعات و ارتباطات ا یفناوردوفصلنامه 

550 

 .شوندمیررسی بادامه در  ند کهاشدهاستخراج افتراق آنها 

 فضای عقیده -6-4

 ت داد:توان به عقیده کمیّدر مدل کردن عقیده، به دو صورت می

 یها داراگسسته، عاملبا عقیدة  یهاگسسته: در مدل عقیدة 

د خود هستن دةیبه عنوان عق کیگسسته مثلاً صفر و  ریمقاد

 با آنها هماهنگ شاندهیعق گرانیبا تعامل با د کنندیم یو سع

 ،5شنیداِی هامدل ،دسته نیا رمشهو یهامدلاز . [1] دنشو

 .است یاجتماع ریتأث و مدل تی، قاعدة اکثردهندهرأی

  های دوفان، مثل مدل وسته،یپ یها: در مدلوستهیپعقیدة

مثل  یبازة عدد کیدر عددی حقیقی  تواندیهر عامل م دةیعق

 .شودیم دهینام دهیعق یبازه، فضا نیباشد. ا [0,1]

 زمان گسسته/ پیوسته -6-2

عقیده به دو صورت گسسته یا پیوسته گیری های شکلزمان در مدل

 شود:تلقی می

 :تغییرات عقیده به صورت رویدادهای گسسته  زمان گسسته

 1سازی تحلیلی آن از معادلات تفاضلشود و در مدلفرض می

گیری عقیده، زمان های شکلشود. اغلب مدلاستفاده می

 گسسته هستند.

 لاف زمانی سازی با زمان پیوسته، اخت: در مدلزمان پیوسته

دلات معاکند و بنابر این از بین رویدادها به سمت صفر میل می

 مانند ،شودسازی تحلیلی استفاده میبرای مدل 1دیفرانسیل

 .و تیلر ابلسونهای مدل

 هاشبکة عامل -6-3

ا کنند یهایی که با هم تبادل عقیده میتوان برای شبکة عاملمی

 قائل شد:بندی توانند تبادل عقیده کنند، دستهمی

 ها به صورت زنجیره با یکدیگر تعامل خطی یا یک بعدی: عامل

دارند و هر عامل فقط با دو عامل دیگر )چپ و راست( تعامل 

 بعدی.دارد، مانند مدل اِشنید و آیزینگ یک

  دو بعدی: شبکه به صورت گراف مسطح و منظمی  0مشبک

هار های مرزی در اطراف شبکه( با چاست که هر گره )جز گره

                                                 
1 Sznajd 
2 Difference Equations 
3 Differential Equations 
4 Lattice 
5 Stauffer 
6 Galam 

های گره دیگر )چپ، راست، بالا، پایین( تعامل دارد. مدل

 چنین ساختاری دارند. 0و گَلَم 1اِشنید دو بعدی، اِشتوفر

 اند توها تعامل دارد یا میگراف کامل: هر گره با تمامی سایر گره

 داشته باشد.

 های تصادفی نظیر گراف تصادفی گراف تصادفی: از گراف

، و گراف [58] 8، گراف جهان کوچک[10] 0رنیی-اردوش

 شود.ها استفاده میبرای شبکة ارتباط عامل [19] 9مقیاسبی

 هاعاملمحدودیت تعامل  -6-1

علاوه بر ساختار حاکم بر ، گیری عقیدهی شکلهامدل یدر برخ

ها در نظر عاملروی تعامل  ییهاتیمحدودکننده، های تعاملعامل

  بندی زیر:، طبق دستهشودیگرفته م

 های ها محدودیتی روی عاملبدون محدودیت: برخی مدل

د و هر دو عاملی که با هم ارتباط دارند )در نتعامل کننده ندار

توانند با هم تعامل ای بین آنها وجود دارد(، میدل، لبهگراف م

 .کنند

 ها تنها در صورتی با : با این محدودیت، عامل50 اعتماد محدود

کنند که عقاید آنها از آستانة مشخص که یکدیگر تعامل می

. از [15]باشند  ترشود، به هم نزدیکاعتماد محدود نامیده می

 HKو مدل  دوفانهای این دسته، مدل مشهورترین مدل

 هستند. 

  علاوه بر اعتماد محدود که ذکر شد، هامحدودیتسایر :

توانند اعِمال شوند، مثل توافق های دیگر نیز میمحدودیت

 استفاده شده است.  دوفانکه در مدل توافق نسبی  55نسبی

 هامیزان تأثیر عامل -6-6

: این شاخص 51کننده یا پارامتر همگراییی تعاملهاأثیر عاملمیزان ت

کند، کند وقتی عامل با یک یا چند عامل دیگر تعامل میتعیین می

افتد. این چقدر و در چه جهتی تغییر عقیده در عامل اتفاق می

ها تلقی شود که در برخی تواند نوع رابطة بین عاملشاخص می

متفاوتند. برخی مهمترین انواع آنها به ها یکسان و در برخی، مدل

 شرح زیر است اما محدود به اینها نیست:

 تأثیر  دوفانها مثل مدل اولیة ضریب ساده: در برخی مدل

 شود.ها روی عقیدة هم با یک ضریب ساده بیان میعامل

7 Erdős–Rényi 
8 Small-world 
9 Scale-free 
10 Bounded confidence 
11 Relative agreement 
12 Convergence 
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 هایی مثل دیگروت و دار: در مدلوزنHK میزان تأثیر بر ،

های دیگر ه هر یک از عاملهایی است که عامل باساس وزن

توانند متفاوت باشند و ممکن ها میدهد. این وزنتخصیص می

ها به جای متوسط است طی زمان تغییر کنند. در برخی مدل

های دیگری مانند متوسط هندسی یا متوسط حسابی، روش

 .[00]شود استفاده می 5همساز

  بر اساس میزان اشتراک: میزان اشتراک و اختلاف عقیده

ها روی یکدیگر باشند. مثلاً د ملاک میزان تأثیر عاملتوانمی

مثالی  دوفانهای در برخی مدل 1توافق نسبی یا تابع گاوسی

 از این دسته هستند.

 ها ها رابطة دشمنانه را نیز بین عاملتأثیر مخالف: برخی مدل

طوری که عقیدة عامل در تعامل با عامل گیرند بهدر نظر می

شود. در مدل آلتافینی روابط دشمنانه در دشمن، از او دور می

 اند.نظر گفته شده

 به زمان گیوابست -6-5

گیری عقیده را به دو های شکلبر اساس وابستگی به زمان، مدل

 توان تقسیم کرد:دسته می

  :های حاکم بر مسأله اگر شرایط و محدودیتوابسته به زمان

 .در طی زمان تغییر کند، مدل، وابسته به زمان است

های های وابسته به زمان، در مدلمستقل از زمان: بر خلاف مدل

های حاکم در طی زمان زمان، شرایط و محدودیتمستقل از 

کنند. مهمترین شرط، تأثیرپذیری یا تأثیرگذاری تغییر می

ها با ماتریس ها روی عقیدة یکدیگر است که در اغلب مدلعامل

 [05]و  [10]ه، در شود. به عنوان نمونتعامل نشان داده می

 .اندهایی بررسی شدهچنین مدل

 /غیرخطیخطی -6-7

توان به دو دستة گیری عقیده را از منظر دیگری میهای شکلمدل

 خطی یا غیرخطی تفکیک کرد:

 های خطی )و به طور کلی در : در مدلخطی هایمدل

شود. طبق پیروی می 1نهیاصل برهم های خطی( ازسیستم

پاسخ تولید شده به ازای دو محرک در زمان و نهی اصل برهم

های تولید شده توسط برابر است با مجموع پاسخمکان واحد، 

 .هر یک از دو محرک
 های )بر خلاف مدلهای غیرخطی مدلدر های غیرخطی: مدل

                                                 
1 Harmonic mean 
2 Gaussian function 

 نهی برقرار نیست. اصل برهمخطی( 

تر است و های غیرخطی سادههای خطی نسبت به مدلتحلیل مدل

های تحلیل خطی مانند تئوری به صورت سیستماتیک توسط روش

توان آنها را تحلیل کرد. یس، زنجیرة مارکوف و تئوری گراف میماتر

از این دسته هستند. وقتی ساختار مدل  FJهای فِرِنچ، اَبِلسون و مدل

 های دیگر تخصیصها به عقیدة عاملکند یا وزنی که عاملتغییر می

شود. در ها وابسته باشد، مدل غیرخطی میدهند به خود عقیدهمی

ها ابزارهای ریاضی مانند زنجیرة مارکوف دیگر قابل دلاین دسته از م

ی سازی گزینة مناسبها، شبیهاعِمال نیستند و برای تحلیل این مدل

که در آنها شرط اعتماد محدود لحاظ  HKو  دوفانهای است. مدل

 گیرند.شده، در این دسته قرار می

 گیری عقیدههای شکلهای مدلسایر ویژگی -6-8

ز های دیگری نیهایی که ذکر شدند، ویژگیویژگیا ابعاد یعلاوه بر 

و در این بخش  های خاصی نیستندتوان برشمرد که مختص مدلمی

گیری های شکلها را در اغلب مدلاین ویژگی .شوندبررسی می

گیری عقیده در توان در نظر گرفت و در بررسی شکلعقیده می

 لحاظ نمود.گیری عقیده، آنها را های شکلجامعه با مدل

 جامعههمگونی/ناهمگونی  -6-8-4

زی ساها یکسان است یا خیر، مدلبرحسب اینکه رفتار تمامی عامل

 بندی نمود:توان دستهرا به دو دستة زیر می

 ها و رفتار آنها همگی مشابه هم عامل: های همگونبا عامل

گیری و قاعده برای تصمیم)مجموعه( ها از یک هستند و عامل

 کنند.اده میرفتارشان استف

 توان به دو دسته یا بیشتر ها را میعامل :های ناهمگونبا عامل

که ها دارد، چنانتقسیم کرد که هر دسته تفاوتی با سایر دسته

فراد اگیری عقیده مثلاً برخی در دنیای واقع نیز در حوزة شکل

تر نظر هستند و عقیدة آنها دقیقدر موضوعی خبره و صاحب

تری روی دیگران دارند، یا از نظر اعتماد و است و تأثیر بیش

ه ک های اجتماعیدر بررسی جنبش .آستانة اعتماد تفاوت دارند

های ها( نقشرهبر)ها( و پیروان در آن نقش دارند، افراد )عامل

نقش رهبر به ترتیب در  [01]و  [01]یکسانی ندارند، مثلاً در 

 اند.بررسی شده HKهای  دوفان و مدل

3 Superposition 
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 ابعاد فضای عقیدهتعداد  -6-8-2

 بندی زیر را قائل شد:توان دستهاز این دیدگاه نیز می

 شود، مدل میبعدی: عقیده تنها با یک متغیر فضای عقیدة یک

مثل متغیر دودویی برای موافقت/مخالفت، یا در یک طیف 

سال آینده یا نسبت  50عددی )مثل تخمین جمعیت جهان در 

 دادن احتمال وقوع در بازة پیوستة صفر تا یک به یک اتفاق(.

  .فضای عقیدة چندبعدی: عقیده دارای بیش از یک بعد است

ای در مورد نحوة تخصیص هر عامل باید عقیده [00]مثلاً در 

پروژه داشته باشد، پس برای هر پروژه باید  nمنابع محدود به 

یک مقدار مشخص از منابع در نظر بگیرد و به این ترتیب، 

گیری بعدی است. در فضای چندبعدی برای اندازه nعقیده 

ها از هم باید از معیاری مناسب مانند فاصلة فاصلة عقیده

 اقلیدسی استفاده کرد. 

 جامعه تصور اولیه -6-8-3

های یا عقیدة اولیة افراد نسبت به موضوع در مدل 5تصور اولیه

تابع  شود. تغییرکلاسیک معمولاً توزیع یکنواخت در نظر گرفته می

تواند در ها( یا مقادیر اولیة آنها میتوزیع تصور اولیة افراد )عامل

های خاص مانند اجماع، دوقطبی، و چندقطبی گیری حالتشکل

های مختلف جامعه و سرعت همگرایی شدن جامعه و عقیدة گروه

 .[01]مؤثر باشد 

 قطعی/نویزی -6-8-1

ها در تغییر عقیده، از نویز یا عدم قطعیت ر مدل کردن رفتار انساند

توان نظر کرد، به این معنی که نمیتوان صرفیا رفتار تصادفی نمی

. با [00] بیان کرد 1یی عقیدة افراد جامعه را با یک مدل قطعیپویا

عقیده را از این منظر به دو دسته  گیریهای شکلمدلاین حال، 

 توان تقسیم کرد:می

 مثل مدل دیگروت، تغییر  هادر برخی مدلقطعی: های مدل

 .دوشمیتخمین زده عقیده بر اساس یک تابع قطعی 
 نظیر مدل تأثیر اجتماعی هامدلبرخی در  های نویزی:مدل 

ای شده است. نویز ویژهتوجه ، به نویز [00]و مدل آیزینگ  [1]

گیری عقیده به مثابة نقش گرما در انتقال های شکلدر مدل

ر برای توجیه رفتااست که مثلاً های فیزیکی مدلرخی بدر  1فاز

مواد فرومغناطیس در مغناطیسی شدن یا تبدیل حال مواد )از 

( هاو سایر تغییر حالت مایع به گاز، گاز به مایع، جامد به مایع

تواند پاسخ به این سوال اکسلرود انتقال فاز می .[05-08]است 

افراد تمایل دارند عقایدشان به  اگر»که پاسخ دهد نیز  [01]

 «زدیک شود پس چرا این همه تعارض عقاید وجود دارد؟نهم 

به طور عام زدیک شدن افکار )و حتی ناگر چه این تمایل به 

ها کم شوند، رود اختلافدر فرهنگ( وجود دارد و انتظار می

اما از طرف دیگر افرادی وجود دارند که نیروی دافعه یا 

همسایگان در شبکة ارتباطی خود دارند که موجب مخالفتی با 

تواند گسترش یابد و شود که میایجاد یک همگرایی محلی می

و البته این نیروی  به یک قطبیت در کل جامعه تبدیل شود

 .[01]رود تر کمتر انتظار میدافعه یا مخالفت در افراد مسن

گیری عقیده که در این مقاله بررسی شدند و ویژگی های شکلمدل

 اند.خلاصه شده 5جدول ذکر شدند در  آنها در ابعاد مختلفی که

 

                                                 
1 First Impression 
2 Deterministic 

3 Phase Transition 
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 از منظر ابعاد مختلفگیری عقیده های شکلمقایسه اجمالی مدل .4 جدول

خطی/ 

 غیرخطی

ه ب گیوابست

 زمان
 هاعاملمیزان تأثیر 

محدودیت 

 هاتعامل عامل

شبکه 

 هاعامل

زمان گسسته/ 

 پیوسته

فضای 

 عقیده
 خلاصة مدل

سال 

 ابداع
 ردیف مدل

 مستقل خطی
بر اساس تأثیر )انرژی( 

 هاهمسایه
 بدون محدودیت

خطی/ مشبکة 

 دوبعدی
 گسسته گسسته/ پیوسته

مدل فیزیکی برای توجیه مغناطیسی 

 شدن خودبخودی
5910 

 آیزینگ

(Ising) 
4 

 5910 هربار متوسط عقیدة خود و دیگران پیوسته گسسته گراف بدون محدودیت متوسط عقاید مستقل خطی
 فرنچ

(French) 
2 

 پیوسته پیوسته گراف بدون محدودیت دارمتوسط وزن مستقل خطی
دار عقیدة خود و هربار متوسط وزن

 دیگران
5900 

 ابلسون

(Abelson) 
3 

 پیوسته پیوسته گراف بدون محدودیت دارمتوسط وزن مستقل خطی

مشابه ابلسون، با لحاظ کردن تأثیر 

ها، مقاومت به تغییر و نرخ تأثیر رسانه

 متغیر

5908 
 تیلر

(Taylor) 
1 

 پیوسته گسسته گراف بدون محدودیت دارمتوسط وزن مستقل خطی
دار عقیدة خود و هربار متوسط وزن

 دیگران
5900 

 دیگروت

(DeGroot) 
6 

 بدون محدودیت تقلید کامل مستقل خطی
دار گراف جهت

 قویاً همبند
 گسسته گسسته/ پیوسته

هربار تصادفی یک عامل انتخاب و از او 

 شودتقلید می
5901 

 دهندهرأی

 (Voter) 
5 

 مستقل خطی

برای  gدار: وزن متوسط وزن

برای  g-1عقیده ابتدایی خود و 

 هادار سایر عاملمتوسط وزن

 پیوسته گسسته گراف محدودیتبدون 
وزن مشخصی برای عقیدة ابتدایی خود 

 و وزن دیگری برای تمامی همسایگان

و 5990

5999 

FJ 
(Friedkin- 

Johnsen) 
7 

 مستقل خطی
بر اساس عقیدة دو همسایه در 

 زنجیرة خطی
 1000 یک بعدی –براساس آیزینگ  گسسته گسسته خطی بدون محدودیت

 اشِنید

(Sznajd) 
8 

 مستقل غیرخطی
 0بر اساس هم عقیده بودن 

 1×1عامل همسایه درمشبکة 
 1000 مشابه اشِنید، و دوبعدی گسسته گسسته دوبعدی بدون محدودیت

 اِشتوفر

(Stauffer) 
9 

 مستقل غیرخطی
عامل همسایه در  0بر اساس 

 1×1مشبکة 
 گسسته گسسته دوبعدی بدون محدودیت

مشابه مشابه اِشتوفر )دوبعدی است( و 

 ا(ههای عاملاشِنید )از نظر تأثیر زنجیره
1000 

 گلََم

(Galam) 
44 

 پیوسته گسسته گراف اعتماد محدود پارامتر همگرایی مستقل غیرخطی
هربار دو عامل به شرط اعتماد محدود به 

 شوندضریب مشخص به هم نزدیک می
1000 

 دوفان

(Deffuant) 
44 

 معرفی و استفاده از مفهوم توافق نسبی پیوسته گسسته گراف توافق نسبی متناسب با توافق نسبی مستقل خطی

با ) 1001

عدم 

 (قطعیت

 مستقل خطی
متناسب با تابع گاوسی فاصلة 

 قطعیت آنهادو عامل و عدم
 پیوسته گسسته گراف اعتماد محدود نرم

معرفی و استفاده از مفهوم اعتماد محدود 

 نرم

با ) 1000

محدوده 

اعتماد 

 (نرم
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خطی/ 

 غیرخطی

ه ب گیوابست

 زمان
 هاعاملمیزان تأثیر 

محدودیت 

 هاتعامل عامل

شبکه 

 هاعامل

زمان گسسته/ 

 پیوسته

فضای 

 عقیده
 خلاصة مدل

سال 

 ابداع
 ردیف مدل

 گسسته گسسته/ پیوسته گراف بدون محدودیت بر اساس پارامترهای تنظیمی مستقل غیرخطی
هربار تحت تأثیر دو گروه مخالف و موافق 

 عقیده تداومو  تغییربرای: 
1001 

 تأثیر اجتماعی

(Social impact) 
42 

 پیوسته گسسته گراف اعتماد محدود دارمتوسط وزن وابسته غیرخطی
دار تأثیر متوسط وزنهربار عامل تحت 

 هاتمام عامل
1001 

HK 

(Hegselmand- 
Krause) 

43 

 مستقل غیرخطی
ها در یکی بر اساس تعداد عامل

 های عقیدهاز گروه
 گسسته گسسته گراف کامل بدون محدودیت

انتخاب تصادفی گروه مباحثه در هر گام 

 و یکدستی عقاید حسب اکثریت
1001 

 قاعدة اکثریت

(Majority rule) 
41 

 مستقل غیرخطی

بر اساس رابطة دوستانه/ 

 خصمانه
 بدون محدودیت

گراف با توازن 

 ساختاری
 1051 روابط خصمانه نیز وجود دارد پیوسته پیوسته

 آلتافینی

(Altafini) 
46 

خطی/ 

 غیرخطی
 مستقل

گراف با توازن 

 ساختاری
 1051 روابط خصمانه و دو قطبی شدن عقاید  پیوسته پیوسته

 مستقل خطی
دار گراف جهت

 قویاً همبند
 1051 روابط خصمانه و لزوم اجماع پیوسته گسسته/ پیوسته

 مستقل خطی

دار و لحاظ کردن متوسط وزن

تعصب به عقیدة خود و نتیجة 

 معکوس عقاید مخالف

 پیوسته گسسته گراف شبکه
مشابه دیگروت با نتیجة معکوس 

(Backfire) 
1015 BEBA 45 
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 گیریبندی و نتیجهجمع -5

بینی در بررسی روند و پیشو پردازش به منظور استفاده از محاسبات 

ری گیهای شکلتغییرات عقاید در علوم اجتماعی محاسباتی از مدل

گیری عقیده ارائه های شکلشود. تنوعی از مدلعقیده استفاده می

ر سازی تغییگرا سعی در سادهبه شکلی تقلیلاند که اگرچه شده

ها توانند در بررسیمی و شرایط ها دارند، اما حسب موردعقاید انسان

 استفاده شوند.

شدند.  عرفیمگیری عقیده های شکل، مهمترین مدلمقالهدر این 

های دیگر، عمدتاً گسترش، حالت خاص، یا ترکیبی از این مدل

ابعادی برای ن بر اساس این مطالعه، های اصلی هستند. همچنیمدل

( فضای 5که عبارتند از: گیری عقیده استخراج شدند های شکلمدل

( شبکة 1 گسسته/پیوسته بودن زمان (1یوسته(، گسسته/ پعقیده )

به زمان و  ی( وابستگ0 ر،یتأث زانی( م1تعامل،  تی( محدود0تعامل، 

شرایطی نیز ذکر شدند  . علاوه بر این ابعاد،بودن یرخطی/غی( خط0

توان در نظر گرفته که روی گیری عقیده میهای شکلکه در مدل

( 5گیری عقیده موثر هستند، شامل پویایی و نتیجة شکل

( تصور 1 ده،یعق ی( تعداد ابعاد فضا1، جامعه ی/ناهمگونیهمگون

 گیریانتخاب مدل شکل. مدلقطعی یا نویزی بودن ( 0، ة جامعهیاول

گیری عقیده مختلف در حوزة شکل هایپژوهشعقیدة مناسب برای 

 ژوهشگرپشرایط مورد بررسی بستگی دارد و نتایج این بررسی به به 

را انتخاب نماید و مناسب  دةیعق یریگشکلکه مدل  کندکمک می

که ذکر شد، مدل مناسب را طراحی  یطیشراابعاد و با توجه به حتی 

 .و استفاده نماید

توان از زوایای مختلف مورد بررسی را میعقیده گیری شکلوضوع م

گیری عقیده پرداخت و های شکلاین مقاله به ابعاد مدلقرار داد. 

و شرایطی  توان موضوعاتی مانند کاربردهاهای آتی میدر پژوهش

، سازی و حل مدلی مدلهاروش، که هر مدل برای آن مناسب است

 فردی و اجتماعی را مورد توجه قرار داد.ا، ماهیت شناختی هچالش

که ریشه در مکانیک  5«میدان متوسطتحلیل »های روشهمچنین 

گیری عقیده های شکلآماری دارند نیز برای بررسی برخی مدل

 در آینده باشد. یتواند موضوع پژوهشکه می [00]شوند استفاده می
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Abstract 
 
Despite its relatively short lifespan, which began around 1960 by John McCarthy, artificial intelligence 

technology has made significant inroads into almost all fields, including the art of music and leading to 

remarkable advancements. This study aims to understand and introduce the applications of artificial intelligence 

in music by systematically reviewing the literature on artificial intelligence and its applications in the art of 

music. To achieve this goal, five major research and practical areas of artificial intelligence in music have been 

considered. Subsequently, information from all relevant scientific documents related to these five areas has 

been extracted from the Scopus citation database and in each of the five areas, the countries and universities 

that published the most articles, along with the top authors, were identified and introduced. Additionally, the 

temporal trend of publishing scientific documents related to each area was determined, and subsequently, the 

various AI methods and algorithms that have been used in each of the areas, along with their corresponding 

articles, were identified and introduced. Finally, it was concluded that deep learning is transforming and 

improving results across all areas, leading to a quantitative growth in scientific research in the field of music. 

Furthermore, generative AI has achieved remarkable growth in the realm of music production. Finally, the 

challenges and future research topics across various fields were also examined and presented. The creation of 

suitable datasets for different areas will shape the future development of AI applications in the art of music and 

This will ultimately lead to more desirable and broadly adopted applications of artificial intelligence. 
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 دهیچک

ازجمله ها عرصه یبه تمام بایآغاز شد، تقر یکارتتوسط جان مک 5195عمر کوتاهش که از حدود سال  رغمیعل یفناوری هوش مصنوع

 یهوش مصنوع یکاربردها یحاضر با هدف شناخت و معرف . پژوهشاست بسیار شده یهایشگفتو موجب داشته  یورود جد یقیهنر موس

پردازد. برای نیل به این هدف ابتدا میمند ادبیات موضوع هوش مصنوعی و کاربردهای آن در هنر موسیقی به بررسی نظام ،یقیدر موس

. سپس اطلاعات تمامی اسناد علمی مرتبط با این قرار گرفتحوزه پرکاربرد تحقیقاتی و کاربردی هوش مصنوعی در موسیقی مدنظر  پنج

که بیشترین مقالات را چاپ  هاییشگاهو دان کشورها ،حوزه پنجیک از  در هر و استخراج شدسکوپوس حوزه از پایگاه استنادی ا پنج

 نیز. علاوه بر این روند زمانی چاپ اسناد علمی مرتبط با هر حوزه ندواقع شد معرفی شناسایی ومورد نویسندگان برتر اه ربه هماند کرده

به همراه  نیز نداهها مورداستفاده قرار گرفتکه در هر یک از حوزه ای مختلف هوش مصنوعیهها و الگوریتمدر ادامه روش و گردید تعیین

ها در حال تغییر و بهبود نتایج یادگیری ژرف در تمامی حوزهدرنهایت چنین استنتاج گردید که . ندو معرفی شد مقالات متناظر مشخص

ست. علاوه بر این هوش مصنوعی مولد در حیطه تولید موسیقی رشد های علمی در حوزه موسیقی شده ابوده و سبب رشد کمی پژوهش

 . تهیهگرفت قرار و معرفی بررسینیز مورد های مختلف ها و موضوعات آینده تحقیقاتی حوزهچالش پایانچشمگیری را رقم زده است. در 

و کارکردهای  رقم خواهد زد هنر موسیقیه آینددر را توسعه کاربردهای هوش مصنوعی  ،های مختلفمجموعه دادگان مناسب برای حوزه

 مطلوب تر و مقبول تری از هوش مصنوعی را سبب خواهد شد.

 

 .هوش مصنوعی، موسیقی، تولید موسیقی، یادگیری ژرف: کلیدواژگان

                                                 
 :رایانامة نویسنده مسؤول @pnu.ac.irmajidakhshabi 
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  مقدمه -4

 قابلیت که است ایچندرشته فناوری یک 5هوش مصنوعی

، تشخیص احساسات، تعامل انسان با شناخت سازییکپارچه

. در این تلفیق گیری را داردها و تصمیمسازی دادهامپیوتر، ذخیرهک

توان بیش از بیست زیر شاخه برای هوش مصنوعی برشمرد که می

پردازش زبان  ،1، شناخت الگو2یادگیری ماشیناز بین آنها 

، منطق 0ی عصبیهاشبکه ،9برههای خُ، سامانه1اتیکبر ،2طبیعی

در  .[5] ترین آنها هستندجمله مهماز ، 1و الگوریتم ژنتیک 8فازی

های اخیر، هوش مصنوعی به سرعت توسعه یافته و سبک سال

بسیاری از کشورها در این زمینه  زندگی افراد را تغییر داده است.

به  در جهترا  ایو از پیش تعیین شده های ترجیحیسیاست

ز اند تا در دور جدیدی اتقویت کرده معرفی وفناوری این کارگیری 

ی پیشگام باشند. هدف هوش مصنوعی، الهام المللبینهای رقابت

جهت در  ،هوش انسان گرفتن از هوش طبیعی و شناخت بهتر

که بتواند فکر  دستگاهی استو توسعه  و خلق هاافزارنرم تولید

 .راه برود، صحبت کند و حتی احساس کند ،بشنود ،کند، ببیند

وسعه عملکردهای حقیقت عمده هوش مصنوعی، ت عبارتیبه

 . [2] ای مشابه عملکردهای هوش انسانی استرایانه

 ندیتر شدن فرآدهیچیو پ انشد روز افزون گسترش لیدلامروزه به 

هوش  هایسامانهاز  گیریبهره ،ی و حل مسئلهریگمیتصم

 یهوش مصنوع .[1] کرده است دایپ یشتریب تیاهم ،یمصنوع

 رینظ ی،هوشمند انسان یهامشابه رفتار ییقادر است تا رفتارها

 یهاوهیو ش یفکر یندهایفرآ یسازهیشب ده،یچیپ طیدرک شرا

کسب  ییو توانا یریادگیانسان و پاسخ موفق به آن،  یاستدلال

. در این [2] حل مسائل داشته باشد یبرا را دانش و استدلال

 ؛بر سه مهارت شناختی برنامه نویسی هوش مصنوعیزمینه 

 به روشحل مسئله ی و اصلاح فرآیندهااستدلال  ،یادگیری

ها به ها و ایجاد قوانینی برای چگونگی تبدیل دادهدستیابی به داده

 وشه یاساس یهایژگیودیگر از . [1] تمرکز دارد ،اطلاعات عملی

زبان،  صی، تشخهارباتحرکات  توان بهمیعمدتاً  ،یمصنوع

های نامهبر -خبره ستمیو س یعیپردازش زبان طب ر،یتصو صیتشخ

-سازی میکامپیوتری که قضاوت و رفتار یک متخصص را شبیه

                                                 
1 Artificial Intelligence (AI( Technology 
2 Machine Learning 
3 Pattern Recognition 
4 Natural Language Processin  
5 Robotic 
6 Expert System 
7 Neural Network 
8 Fuzzy Logic 
9 Genetic Algorithm  

هوش و استفاده از آن  تیهدف آن کشف ماهشاره کرد که اکنند 

تفکر،  ل،یو تحل هیتجزقدرت  باهوشمند  نیماش کیتوسعه  یبرا

ظهور نظریه . با مشابه مغز انسان است ؛ادراک یقضاوت و حت

ها در یشرفت برق آسای رایانهبا رشد و پ ذهن که کردگراییکار

ای از عده 5119در سال  ،همراه بود 5195و  5115های دهه

پژوهشگران برای تشکیل یک علم جدید در دانشگاه دارتموث 

در سال . آنان برای اولین بار هم آمده بودند گرد ،ایالات متحده

اصطلاح  یدانشگاه، به طور رسماین در  ی، در کنفرانس5119

. این نخستین گام تحقیق [9] کردند شنهادیرا پ «یهوش مصنوع»

. هوشمند انسان بود یهاتیسازی فعالدر چگونگی شبیه و مطالعه

از  است مطرحهوش مصنوعی با این حال آنچه امروزه بعنوان 

بوجود آمد. او هوش جان مک کارتی توسط  5195حوالی سال 

ی، بندی کرد: فیزیکمصنوعی را به سه نوع پردازش دسته

 هایسیستم طراحیشناختی. وی اظهار داشت بیولوژیکی و روان

مدام  که سیستمی، ی شناختی استهوشمند، خود یک وظیفه

عنوان پدر علم و دانش . گرچه از وی بهتواند خود را بهتر کندمی

شود، اما ظهور این رشته علمی های هوشمند یاد میتولید ماشین

این  55کنند که آلن تورینگن میمیلادی و زمانی عنوا 15را دهه 

تواند فکر کند؟ تورینگ در سوال را مطرح کرد که آیا ماشین می

 5115در سال  «ای و هوشمندماشین محاسبه»ای با عنوان مقاله

، موضوعی را مطرح کرد که امروز آن را آزمون 55در نشریه ذهن

خوانند. پس از آن که تورینگ مسئله اندیشیدن و تورینگ می

ها هی را برای ماشین مطرح کرد، این نظریه در بسیاری از حلقهآگا

، نیز 5195و مراکز علمی مطرح و به آن توجه بسیار شد. در سال 

هایی به گام»ای با عنوان ماروین مینسکی در همان دانشگاه، مقاله

تاکنون، هوش  5111از سال چاپ کرد.  «سوی هوش مصنوعی

  .[0] یافته استمصنوعی به نقاط عطف بزرگی دست 

 یاز هوش مصنوع اندکرده یسعبسیاری محققان در زمینه هنر نیز 

 یهاسبک یریادگی یبرا ینیماش یریادگی یهاتمیو الگور

 یمحتوابا  آثاراین خودکار  میترس ، جهتآثار موجودو هنرمندان 

ر به عنوان یکی از ابزارهای اولیه نه .استفاده کنند و خلاقانه دیجد

، زیبا طلبی ،ییجودر خدمت نیازهای کمالهمواره  ،سازگاری

شکلی  ،موسیقیبوده است و  های زندگی بشرو سختی آلامسکین ت

با کلام یا که احساس، عاطفه و ادراک انسان را باشد میاز هنر 

های رایج دنیا، نوعی موسیقی همچون زبان .کندمنتقل می کلامبی

درک آن  که کندال میفعمغز ی را در مناطق خاص کهاست  بیان

                                                 
10 Turing, A. 
11 Mind Journals 
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روشن و  یرتواند مسموسیقی به راحتی می. نیازمند آموزش است

به دور از هرگونه سختی و مرارت  انآموزبخشی را فراروی هنرلذت

به سوی سرچشمه خلاقیت  ها راآنو رنج طاقت فرسا بگستراند و 

در هنر  ی کاربرد هوش مصنوعی. در زمینه[8]د رهنمون ساز

موسیقی هنوز ناشناخته  تولیدهای دخیل در مکانیسمبسیاری از 

 ایرایانهاند که ابزارهای چنان پیچیدههستند و بعضی دیگر نیز آن

فعلی با وجود رشد و تحولی چشمگیر در مدت زمانی کوتاه، قادر 

 . [1] ها نیستندبه مدیریت آن

نخستین اقدامات کاربرد کامپیوتر در ساخت قطعات موسیقی 

 ایانجام شد. وی سامانه 5105الس مانزارانس در سال مورتوسط 

اساس  را بر یقیرا توسعه داد که ساخت موس SICIB5به نام 

اطلاعات را از  ستمیس نی. ادادیانجام منوازنده حرکات بدن 

براساس  درنگیو ب گرفتیمنوازنده بدن متصل به  یسنسورها

از  گرید یکی. دکریم جادیناسب را اتم یقیموس یافتیاطلاعات در

 5181در سال کوب  دیویاست که توسط د EMI 2 ها،این سامانه

. [55]زد سایاساس سبک آهنگساز م بررا  یقیموسکه ابداع شد 

تفاوت خوشایندی  و ت بودنت به نُبه لحاط نُها اما این الگوریتم

 صکاملاً قابل تشخی با موسیقی طبیعی، ی ساخته شدهقموسی

. [55]ت خطا اس ضانسان نیست و در معر توسط سیستم شنوایی

 ای که برای انسان مطلوب باشداز این رو، ساخت موسیقی نوآورانه

های مهم استفاده از هوش مصنوعی در موسیقی یکی از چالش

است. از طرفی امروزه حجم مطالعات دانشگاهی با سرعتی بالا و 

ر یک سال حجم دانش د 55رود به طوریکه هر روز افزون پیش می

های گردد. لذا مرور این حجم از دانش با روشحوزه دو برابر می

 دانش یهاشکاف ییشناسا موجب منتخب نهیزم کیدر مناسب و 

. در [52]شود می دیجد یقاتیتحق یهادهیا جادیادر آن حوزه و 

مند در مطالعات این جهت پژوهش حاضر با هدف مرور نظام

قی انجام شد. نتایج این کاربردی هوش مصنوعی در هنر موسی

تواند راهگشای انجام تحقیقات سودمند پژوهشگران مطالعه می

 مند در این حوزه باشد. خلاق و علاقه

 روش پژوهش -2

تحلیلی است که با توجه -پژوهش حاضر از نوع مطالعات توصیفی

مند در زمینه کاربرد هوش مصنوعی در به روش اجرا، مروری نظام

دهد مراحل کلی پژوهش را نشان می 5 هنر موسیقی است. شکل

 تشریح و نتایج هر یک مشخص خواهد شد. هحلمرکه در ادامه هر 

                                                 
1 - Sistema Interactivo De Composicion Improvisacion Para 
Bailarines 
2 - Experiments In Music Intelligence  

 

 مراحل اصلی پژوهش .4 شکل

  های کاربردیاستخراج حوزه -2-4

توان از برای بررسی استفاده از هوش مصنوعی در هنر موسیقی می

رغم اینکه این استفاده کرد. علی 3بازیابی اطلاعات موسیقیمفهوم 

ای است که از علوم مختلفی چندرشتهتحقیقاتی یک زمینه هوم مف

یادگیری و  علوم کامپیوتر، مهندسی صدا، شناسیمانند موسیقی

اما تمامی موارد کاربرد هوش مصنوعی در هنر  بردماشین بهره می

 توان ذیل این موضوع بررسی کرد. موسیقی را می

بازیابی اطلاعات بازیابی اطلاعات موسیقی بر تحلیل، پردازش و 

و ، فراهم کردن ابزارها MIR هدف اصلی موسیقی تمرکز دارد.

دهد تا اطلاعات مفیدی از است که به ما امکان می هاییروش

ها را به طور مؤثر و کارآمد های موسیقی استخراج کنیم و آنداده

های صوتی، تواند شامل ویژگیمدیریت کنیم. این اطلاعات می

نام ای نظیر فرادادهها، و اطلاعات ترانه ایی، متنساختارهای موسیق

  .هنرمند، آلبوم و سبک موسیقی باشد

( در MIR) یقیاطلاعات موس یابیباز یقاتیحوزه تحق ،یبه طور کل

 یقیمعنادار از موس یهایژگیدرجه اول به استخراج و استنتاج و

. شودیمربوط م ها،یژگیو نیبا استفاده از ا یقیموس یسازهینماو

مختلف )به عنوان  یابیو باز تجوجس یهاتوسعه طرح علاوه بر این

 ای ،یقیموس هیتوص یهاستمیبر محتوا، س یمبتن یمثال، جستجو

نیز بزرگ(،  یقیموس یهامرور مجموعه یبرا یکاربر یهارابط

نیز  2. حتی مواردی مانند تولید موسیقی[51] شودمی MIRشامل 

ا که برای تولید اصوات مختلف ابتدا گنجد. چرمی MIRدر دامنه 

باید با استفاده از پردازش موسیقی اطلاعات مورد نیاز استخراج 

های مختلف مبتنی بر هوش گردد و سپس با استفاده از روش

 مصنوعی به تولید اصوات پرداخت. 

گسترده  MIRهای کاربردی ص است دامنه حوزههمانطور که مشخ

 پنجشود. با بررسی ادبیات موضوع، می بوده و موارد زیادی را شامل

های اصلی تحقیقاتی و کاربرد هوش مصنوعی حوزه به عنوان حوزه

 شوند.که در ادامه معرفی می یی شددر هنر موسیقی شناسا

                                                 
3 Music Information Retrieval (MIR) 
4 Music Generation 
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 بندی موسیقیدسته -2-2

یکی از کاربردهای مهم و جذاب در زمینه  5موسیقی بندیدسته

موسیقی،  بندیدستهاست. هدف از  بازیابی اطلاعات موسیقی

اعم از  آن های مختلفشناسایی قطعات موسیقی بر اساس ویژگی

و یا هر ویژگی دیگری  )ژانر، سازها، هنرمند، دوره زمانی، احساسات

باشد. در ( میکه بتوان آن را به صورت کمی و کیفی تحلیل کرد

 را قطعات موسیقی ،اختصاص یک یا چند برچسب این فرآیند با

بندی های مختلف دستهها در گروهآنای مشخص هبراساس ویژگی

)مانند جاز، راک، کلاسیک(،  ژانرتوانند ها می. این برچسبکنندمی

توان ها میهر ویژگی دیگری باشند که به کمک آنیا هنرمند، 

بندی صحیح طبقه د.نمو و متمایز بندیقطعات موسیقی را دسته

 هایسامانهکاربری در تجربه و سهولت تواند به بهبود موسیقی می

 .گر کمک کندهای توصیهپخش موسیقی و سرویس

 2گر موسیقیتوصیه هایسامانه -2-3

با استفاده از اطلاعاتی که از رفتار کاربران و ها سامانهاین 

های مشابه را موسیقیآورند، ها به دست میهای موسیقیویژگی

تجربه  سازی، شخصیهاسامانه. هدف اصلی این کنندپیشنهاد می

توانند بر می. پیشنهادها کاربری و افزایش رضایت کاربران است

های موسیقی و تعاملات اساس سابقه شنیداری کاربران، ویژگی

دسته  دوگر به طور کلی به های توصیهاجتماعی باشند. سیستم

 :شونداصلی تقسیم می

 هایویژگی اساسبر هاسامانه : این1محتوا بر مبتنی گرهایتوصیه

 ارائه پیشنهادهایی( ملودی تمپو، ژانر، مانند) موسیقی خود

 ریتم با هایموسیقی شنیدن به کاربری اگر مثال، برای. دهندمی

 با هاییموسیقی محتوا، بر مبتنی هایسیستم باشد، مندعلاقه تند

 .دهندمی پیشنهاد راوردنظرم هایویژگی

اساس بر هاسامانهاین : 1مبتنی بر کاربرگرهای توصیه -2-1-5

دهند. به عنوان رفتار و ترجیحات کاربران مشابه پیشنهاد ارائه می

مثااال، اگاار دو کاااربر ترجیحااات مشااابهی داشااته باشااند،       

هاا گاوش داده اسات باه دیگاری      هایی کاه یکای از آن  موسیقی

: شاود به دو نوع اصلی تقسیم می نیز شود. این روشپیشنهاد می

پیشنهاد موسایقی  که در آن  ،مشارکتی مبتنی بر کاربرگر توصیه

 مشاارکتی مبتنای بار   گار  و توصیه بر اساس شباهت بین کاربران

                                                 
1 Music Classification 

2 Music Recommender Systems 
3 Content Based 

پیشاانهاد موساایقی باار اساااس شااباهت بااین خااود کااه  ،مااورد

 پذیرد.صورت می هاموسیقی

گرهاا ساعی در   ایان توصایه  : گرهای ترکیبیی توصیه -2-1-2

استفاده از مزایاای هار دو روش گفتاه شاده، یعنای مبتنای بار        

 ر و مبتنی بر محتوا دارند.ترجیهات کارب

 6موسیقیجداسازی منابع)اصوات تشکیل دهنده(  -2-1

های صوتی است که یک حوزه مهم و پیچیده در پردازش سیگنال

هدف آن تفکیک اجزای مختلف یک قطعه موسیقی به منابع 

کند تا صوتی جداگانه است. به طور ساده، این فرآیند تلاش می

ا از یکدیگر جدا کند. این سازهای مختلف و صدای خواننده ر

فناوری در کاربردهای مختلفی از جمله میکس و مسترینگ، 

بازسازی و بازآفرینی موسیقی، حذف نویز، و همچنین در 

. دو زیرمجموعه شودهای تحقیقاتی و آموزشی استفاده میزمینه

 مهم این حوزه عبارتند از:

این فرآیند کاه نقشای   : 5شناسایی سازهای موسیقی -2-2-5

در حااوزه آمااوزش سااازهای موساایقی دارد بااا پااردازش  اساساای

هدف آن تشخیص و شناسایی های صوتی مرتبط است و سیگنال

نوع سازهای موسایقی از روی سایگنال صاوتی آنهاا اسات. ایان       

هااای توانااد در کاربردهااای مختلفاای ماننااد سیسااتمفرآیناد ماای 

گر موسیقی، تحلیل موسیقی، ویرایش و میکس موسیقی و توصیه

 .های آموزشی مورد استفاده قرار گیرددر توسعه اپلیکیشنحتی 

هدف از این فرآیند،  :7شناسایی هنرمندان موسیقی -2-2-2

تشخیص و شناسایی هنرمند یا گاروه موسایقی از روی سایگنال    

هاا اسات. ایان فنااوری در کاربردهاای مختلفای از       صوتی آهنگ

، هاای داده موسایقی  گر موسیقی، پایگاههای توصیهجمله سیستم

هاای آموزشای و   ویرایش و مدیریت محتوا، و حتی در اپلیکیشان 

   .شودتحلیلی استفاده می

 سازی منابع موسیقیجداهمانطور که مشخص است برای حوزه 

 کند. های صوتی نقشی اساسی ایفا میپردازش سیگنال

این حاوزه در برگیرناده مجموعاه    : 4خودکار یسیرونو -2-2-1

هاایی از یاک قطعاه    ؤلفاه هایی است کاه باه اساتخراج م   فعالیت

                                                                                 
4 User Based 
5 Music Source Separation 
6 Music Instrument Recognition 
7 Music Artist Recognition 
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شود. این حوزه دو زیرمجموعاه مهام دارد کاه    موسیقی منتج می

 گردد:در ادامه تشریح می

های که در آن سیگنال :2خودکار موسیقی رونویسی -2-1-3-4

هاای موسایقی یاا نمادهاای قابال خوانادن       صوتی موسیقی به نت

 هاای هزمینا شوند. این فرآیند باه ویاژه در   توسط انسان تبدیل می

مختلف از جمله تجزیه و تحلیل موسیقی، آموزش موسیقی، تولیاد  

تحقیقااتی و خلاقاناه    فراینادهای های موسیقی، و همچنین در نت

 .گیردمورد استفاده قرار می

در این فرآیناد  : 3هاآهنگ ترانهخودکار  رونویسی -2-1-3-2

 شود. این فنااوری های صوتی استخراج میها از سیگنالمتن آهنگ

ایجااد زیرناویس بارای نماهناگ،      در حاوزه ای کاربردهای گسترده

 تحلیل محتواو  های موسیقیجستجوی مبتنی بر متن در کتابخانه

باید های صوتی پردازش سیگنالروش  در این فرآیند علاوه بر. دارد

 نیز استفاده کرد. 2پردازش زبان طبیعی هایاز روش

 تولید موسیقی -2-6

انگیز در ترکیب هنر و های هیجانزهیکی از حو تولید موسیقی

های ها و مدلاست که شامل استفاده از الگوریتم هوش مصنوعی

یادگیری ماشین برای ساخت قطعات موسیقی به صورت خودکار 

فرد های جدید و منحصربهاست. این فناوری امکان تولید موسیقی

کند و در کاربردهای را با کمترین دخالت انسانی فراهم می

و حتی  تلفی از جمله صنعت موسیقی، تولید محتوای دیجیتالمخ

 .گیرددر آموزش موسیقی مورد استفاده قرار می

 دهد.های مورد بررسی این مقاله را نشان میحوزه 2شکل 

 استخراج کلمات کلیدی برای جستجو -2-5

در اولین مرحله از فرآیند استخراج اسناد علمی مرتبط با هوش 

نیاز به استخراج کلمات کلیدی برای مصنوعی و هنر موسیقی 

از  کیکلمات و عبارات مرتبط با هر جستجوی اسناد است. 

برای به صورت جداگانه  2شکل شده در  یمعرف یهاحوزه

کلمات  فهرست 5استفاده شده است. جدول استخراج اسناد علمی 

 .دهدیم شیحاضر را نما قیاستفاده شده در تحق یدیکل

 

                                                                                 
1 Automatic Transcription 
2 Automatic Music Transcription 
3 Automatic Lyric Transcription 
4 National Languages Processing 

 

 حاضر مقاله یرسبر مورد یهاحوزه .2 شکل

 کلمات و عبارات مورد استفاده در جستجوی اسناد .4 جدول
 کلمات کلیدی موضوع

 بندیدسته

 موسیقی

“Music classification”, “music genre classification”, 

“music Emotion classification”, “music artist 
classification”, “music genre Recognition”, “music 

Emotion Recognition” 

 هایسامانه

گر توصیه

 موسیقی

“MUSIC Recommender Systems”, “music 
recommendation”, "Collaborative Filtering" and 

"music recommendation”, "Content based" AND 

"music recommendation", "Content oriented" AND 
"music recommendation" 

جداسازی 

 یمنابع موسیق

“Music Source Separation”, “Music Instrument 

Recognition”, “Music Artist Recognition”, “Musical 
Instrument Recognition”, “Music Recognition” 

 یسیرونو

 خودکار

“Automatic Music Transcription”, “Automatic Lyric 

Transcription”, “AI” AND “Lyric Transcription”, AI” 

AND “music Transcription” 

 تولید موسیقی

“Music Generation”, "AI" AND "Music composition", 

"Artificial intelligence " AND "Music composition", 

"automatic music arrangement", "artificial 
intelligence" AND "Singing", "AI" AND "Singing", 

“Musical Instrument generation” 

استخراج اطلاعات آماری اسناد علمی از منیابع   -2-7

 معتبر

، جستجو در 5مطابق با کلمات کلیدی مشخص شده در جدول 

معتبر صورت پذیرفت. فرآیند جستجو اطلاعاتی اسکوپوس  پایگاه

به این شکل بود که اگر در عنوان اسناد، چکیده و یا در بین 

وجود داشت  5بارات جدول کلمات کلیدی اسناد، هر یک از ع

تمامی اطلاعات اسناد از جمله عنوان، کلمات کلیدی، چکیده، 

اطلاعات مرتبط با نشریه و یا کنفرانس، اطلاعات نویسندگان و 

سایر اطلاعات همچون سال انتشار اسناد استخراج شده است. در 

تعداد اولیه اسناد مرتبط با هر موضوع بر اساس کلمات  2جدول 

و نیز بعد از حذف عناوین تکراری مشخص شده  5ول کلیدی جد

 است.
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 مجموع مقالات استخراج شده .2 جدول

 مجموع اسناد موضوع
مجموع اسناد بعد از 

 حذف عناوین تکراری

 5021 5112 موسیقی بندیدسته

 5909 2119 گر موسیقیتوصیه هایسامانه

 895 5552 جداسازی منابع موسیقی

 191 199 خودکار یسیرونو

 5151 5210 ید موسیقیتول

 1115 0091 مجموع

بررسی  سند مجدداً از منظر عدم تکرار 1115در مرحله بعد تمامی

 مقاله در تمامی موضوعات شناسایی شدند. 1151در نهایت شدند و

 تحلیل اطلاعات اسناد -3

بررسی  در ادامه مقاله اطلاعات استخراج شده از اسناد علمی مورد

ی اسناد بر اساس نوع، روند زمانی چاپ . بررسی فراوانگرفتقرار 

اردی است ها و نویسندگان برتر مواسناد، کشورهای برتر، دانشگاه

. علاوه بر استخراج گردید نظر مورد اسناد که به صورت آماری از

های به کار گرفته در هر یک از موضوعات به ها و الگوریتماین روش

به کارگیری هوش های تفکیک مورد بررسی قرار گرفته و چالش

 .نیزدر هر یک از موضوعات شناسایی شدمصنوعی 

 فراوانی اسناد بر اساس نوع -3-4

در این بخش بر اساس نوع، اسناد شناسایی شده در موضوعات 

نتایج حاصل نمایش  1مختلف مورد بررسی قرار گرفت. در جدول 

 داده شده است.

 فراوانی اسناد بر اساس نوع سند .3 جدول

 نوع سند
 بندیدسته

 یقیموس

 هایسامانه
گر توصیه

 موسیقی

جداسازی 
منابع 
 موسیقی

 یسیرونو

 خودکار
تولید 

 موسیقی

 5 5 5 5 5 5سند داده

 5 5 5 1 2 2هیاصلاح

 2 5 2 9 1 کتاب
 سلب اعتبار

 1 5 5 9 9 1شده

 20 0 55 28 21 2فصل کتاب

 2 5 5 2 5 1سرمقاله

یادداشت 

 9علمی
5 5 5 5 5 

مقاله مروری 
 05 55 12 511 11 کنفرانسی

مقاله مروری 
 55 2 0 51 52 مجلات

مقاله پژوهشی 
 820 221 120 5520 5502 کنفرانسی

مقاله پژوهشی 
 119 11 200 212 211 مجلات

درصد از اسناد را مقالات مروری و  98، بیش از 2با توجه به جدول 

درصد از  15چنین حدود گیرد. همها دربر میپژوهشی کنفرانس

ای شی اعم از کنفرانسی و مجلهشامل مقالات پژوه اسناد،

 .ندباشمی

 روند زمانی چاپ اسناد -3-2

روند انتشار اسناد در موضوعات مختلف نمایش داده  1در شکل 

سال  ، اسناد1داده شده در شکل نمایش شده است. در نمودارهای

ها بسیار اندک بود. در خصوص اند زیرا تعداد آنحذف شده 2521

نیز از آنجا که هنوز چند ماهی از این  2522تبط با سال مقالات مر

است مسلم است که بر تعداد مقالات و اسناد این سال سال باقی 

 اضافه خواهد شد.

 

 موسیقی یبندچاپ اسناد مرتبط با دسته یروند زمان .3 شکل

ترین سند که در گروه موضوعی جداسازی منابع موسیقی قدیمی

است که  «تشخیص موسیقی»با عنوان  ایقرار دارد مربوط به مقاله

و به نویسندگی دیانا دوایچ چاپ شده است. در این  5191در سال 

 عصبی برای تشخیص انتزاعاتیمقاله یک روش مبتنی بر شبکه

توان از این مقاله می .[52] مشخص از موسیقی پیشنهاد شده است

ام به عنوان اولین مقاله کاربردی هوش مصنوعی در هنر موسیقی ن

است  5102برد. اولین مقاله در حوزه آهنگسازی مربوط به سال 

که در نتیجه یک پروژه تحقیقاتی در دانشگاه استنفورد و توسط 

جیمز اندرسون مورر به چاپ رسیده است. در این مقاله یک برنامه 

کامپیوتری برای تولید یک قطعه موسیقی کوتاه توسعه داده شده و 

 [.51] نتایج آن بررسی شده است

مقالاتی در حوزه هوش مصنوعی  تک 5181تا سال  5191از سال 

و هنر موسیقی به چاپ رسیده است. به نحوی که تعداد کل 

کرد. ذکر این عدد تجاوز نمی 2ها از سالی مقالات در این سال

نکته در این جا ضروری است که این بازه زمانی با عنوان زمستان 

تعداد کم مقالات منتشر شده  شود وهوش مصنوعی شناخته می

 تواند معلول همین علت باشد.در این بازه می
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میلادی شاهد رشد اندکی در اسناد  2555تا سال  5181از سال 

اند منتشر شده هستیم. عمده اسنادی که در این بازه منتشر شده

های مرتبط با حوزه جداسازی های آهنگسازی و تلاشدر حوزه

بندی موسیقی نیز لین مقاله در حوزه دستهمنابع موسیقی است. او

به نگارش درآمد. البته  5180در این بازه زمانی یعنی در سال 

 هدف اصلی مقاله مدنظر در حوزه آموزش موسیقی بود و نه ارائه

همین هدف نیز  بندی موسیقی؛ اما برای نیل بهمدلی برای دسته

 .[59] ندی بودندبروشی برای دسته گیریکارب به نویسندگان ناچار

به طور  2555بندی موسیقی از سال با این وجود موضوع دسته

های ارائه تعداد مقالات و روش مورد بررسی قرار گرفت که جدی

. به بعد به طور محسوسی افزایش یافته استشده از این سال 

ترین کاربردهای از این نیز گفته شد، یکی از مهم همانطور که پیش

گر است. روند انتشار های توصیهیقی در سامانهبندی موسدسته

و با مقاله  5111گر نیز از سال های توصیهمقالات حوزه سامانه

گر و مبتنی بر محتوا در مدلی توصیه رور وهمکارانش که ارائهده

 5110حوزه موسیقی بود آغاز شد. سایمون دیکسون در سال 

 .[50] ئه دادااله در حوزه رونویسی خودکار را اراولین مق

گر موسیقی را های توصیهبه بعد، موضوع سامانه 2555از سال 

های مورد ترین حوزه پژوهشی از بین حوزهتوان به عنوان جذابمی

شاهد رشد قابل  2551بررسی در مقاله قلمداد کرد که از سال 

توجه اسناد مرتبط با این حوزه هستیم. حوزه رونویسی خودکار نیز 

زمانی حالت یکسانی را داشته است و کمترین  در تمام روند

ای که استقبال را در میان پژوهشگران داشته است. اما حوزه

های اخیر ترین حوزه پژوهشی در سالتوان از آن به عنوان داغمی

یاد کرد، حوزه تولید موسیقی است. مطالعات پژوهشی حوزه تولید 

استمرار  5181آغاز و از سال  5102موسیقی اگرچه از سال 

در این  2550داشته است، اما رشد بسیار زیادی را از سال بیشتری 

تعداد اسناد پژوهشی منتشر شده  حوزه شاهد هستیم به نحوی که

برابر کل اسناد مرتبط از  1، 2522تا نیمه سال  2550از سال 

گیر در پیشرفت و است. علت این رشد چشم 2559تا  5102

های یادگیری مولد و الگوریتم های هوش مصنوعیتوسعه مدل

 ژرف است. 

نیز نشان  2521و  2522بررسی نسبت اسناد منتشر شده در سال 

دهد که موضوع تولید موسیقی نسبت به سایر موضوعات می

، نسبت اسناد 2522است و تا ماه هفتم سال ا وضعیت بهتری را دار

درصد است. در حالی که این  11، 2521منتشر شده نسبت به 

درصد، برای  28بندی موسیقی سبت برای موضوع دستهن

درصد  15درصد، برای رونویسی خودکار  29گر های توصیهسامانه

درصد است  21است. این نسبت حتی از تجمیع اسناد نیز که 

بیشتر است. از منظر تعداد نیز موضوع تولید موسیقی بیشترین نیز

 .را دارد 2522تعداد اسناد منتشر شده در سال 

 
 گر موسیقیتوصیه یهاچاپ اسناد مرتبط با سامانه یروند زمان

 
 ابع موسیقیمن یچاپ اسناد مرتبط با جداساز یروند زمان

 
 دکارخو یسیچاپ اسناد مرتبط با رونو یروند زمان

 
 یقیموس دیچاپ اسناد مرتبط با تول یروند زمان

 روند زمانی چاپ اسناد .1 شکل
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 کشورهای برتر -3-3

های سازمانی مرتبط با نویسندگان اسناد مورد با بررسی وابستگی

بازیابی کشور برتر در هر یک از موضوعات مرتبط با  55بررسی 

نتایج حاصل را نشان  2استخراج شدند. جدول  اطلاعات موسیقی

که به عنوان سردمداران هوش  کایو آمر نیدر کنار چدهد. می

 نیدر ب زیکشور هندوستان ن شوند،یدر جهان شناخته م یمصنوع

 دارد. یمناسب گاهیکشورها جا نیبرتر

 سیبرتر در موضوعات مورد برر یکشورها .1 جدول

 تولید موسیقی رونویسی خودکار جداسازی منابع موسیقی گرهای توصیهسامانه بندی موسیقیدسته

 کشور
تعداد 

 مقالات
 کشور

تعداد 

 مقالات
 کشور

تعداد 

 مقالات
 کشور

تعداد 

 مقالات
 کشور

تعداد 

 مقالات

 202 چین 20 انگلستان 515 چین 285 چین 120 چین

 512 آمریکا 15 چین 08 آمریکا 211 هندوستان 508 هندوستان

 11 هندوستان 20 آمریکا 01 اسپانیا 515 آمریکا 18 آمریکا

 09 انگستان 22 ژاپن 20 آلمان 00 ژاپن 18 آلمان

 18 ژاپن 25 اسپانیا 21 کانادا 12 انگلستان 19 انگلستان

 21 ایتالیا 50 هندوستان 21 هندوستان 28 اتریش 21 اناداک

 25 فرانسه 59 ایتالیا 19 ژاپن 21 اسپانیا 21 برزیل

 21 اسپانیا 52 فرانسه 21 انگلستان 22 آلمان 25 ژاپن

 28 کانادا 51 سنگاپور 21 فرانسه 19 ایتالیا 25 اسپانیا

 21 آلمان 52 آلمان 50 لهستان 15 برزیل 10 لهستان

 های برتردانشگاه -3-1

های سازمانی مرتبط با نویسندگان اسناد مورد با بررسی وابستگی

بازیابی دانشگاه برتر در هر یک از موضوعات مرتبط با  55بررسی 

نتایج حاصل را نشان  1استخراج شدند. جدول  اطلاعات موسیقی

 دهد. می

 بررسی وردبرتر در موضوعات م یهادانشگاه .6 جدول

 تولید موسیقی رونویسی خودکار جداسازی منابع موسیقی گرهای توصیهسامانه سیقیبندی مودسته

 دانشگاه
تعداد 
 دانشگاه نویسنده

تعداد 
 دانشگاه نویسنده

تعداد 
 دانشگاه نویسنده

تعداد 
 دانشگاه نویسنده

تعداد 
 نویسنده

 20 ایاسپان کانتهیآل 11 آلمان کپلر وهانسی 11 ملی تایوان
 کوئین مری

 15 انگلستانلندن 
 کوئین مری

 11 لندن انگلستان

 28 ارتباطات چین 55 کیوتو ژاپن 21 گیل کانادا مک 21 چجیانگ چین 21 چین نهوایچ

 55 ملی سنگاپور 21 آمریکا انایندیا 25 اسپانیا پمپئو فابرا 21 ارتباطات چین
کارنگی ملون 

 آمریکا
51 

گدانسک 

 لهستان
 58 کالیفرنیا آمریکا 55 ایاسپان کانتهیلآ 52 چارلز چک 25 کالیفرنیا 21

 پمپئو فابرا

 اسپانیا
 50 چین نهوایچ 8 راچستر آمریکا 55 لیدز انگلستان 58 چین نهوایچ 22

 51 جاداوپور هند
 چنگ کونگ یمل

 51 تایوان
تکنیک پلی

 55 والنسیا اسپانیا
فناوری و طراحی 

 52 یورک کانادا 9 سنگاپور

 52 ومیکان ژاپنریتس 52 پرتغال مبرایکو
جان هاپکینز 

 9 ویکتوریا کانادا 55 آمریکا
فناوری و طراحی 

 52 سنگاپور

 9 فلورانس ایتالیا 55 لندن انگلستان 52 ایتالیا بولزانو 51  اوزاکا ژاپن
پست و تلکام 

 پکن چین
52 

 52 ملی سنگاپور
ملی سئول کره 

 55 جنوبی
ملی سئول کره 

 55 جنوبی
 تامپره یفناور

 52 واسدا ژاپن 9 فنلاند

 ارسطو
 یکیتسالون

 ونانی
52 

 یکیارسطو تسالون
 52 ونانی

فناوری ورشو 

 لهستان
1 

ملی سئول کره 
 55 ملی سنگاپور 1 جنوبی
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های برتر قابل توجه است این است ای که در بررسی دانشگاهنکته

هایی هستیم که در کشورهای چین و آمریکا، شاهد تعدد دانشگاه

کنند. این تعدد ش مصنوعی و موسیقی فعالیت میکه در حوزه هو

توان دانشگاه شاخصی را در در هندوستان نیز وجود دارد اما نمی

تر این حوزه مشاهده کرد؛ ضمن اینکه در موضوعات جدیدتر و داغ

های هندوستان فعالیت کمتری دارند. در کشورهایی نظیر دانشگاه

مطالعات به صورت  اسپانیا، سنگاپور، ژاپن و کره جنوبی این

 .گرفته است متمرکز در چند دانشگاه محدود صورت

ترین موضوع، فعالیت در حوزه تولید موسیقی به عنوان داغ

های چین، آمریکا و انگلستان نسبت به سایر کشورها بسیار دانشگاه

سنگاپور در این زمینه در حال  های کشوربیشتر است و دانشگاه

 ند.باشمیرشد 

 برترنویسندگان  -3-6

با بررسی نویسندگان مقالات در موضوعات مورد بررسی برترین 

نویسندگان که در هر حوزه بیشترین مقاله منتشر شده را داشتند 

اند. لازم به توضیح است نمایش داده شده 9شناسایی و در جدول 

که برخی از نویسندگان در مقالات مختلف وابستگی سازمانی 

همین دلیل ممکن است برخی  اند. بهمتفاوتی را ذکر کرده

نویسندگان تعداد بیشتری مقاله نسبت به سازمان وابسته اصلی 

 خود داشته باشند. 

 

 دبررسیبرتر در موضوعات مور سندگانینو .5 جدول

 بندی موسیقیدسته
 تعداد مقالات نام تعداد مقالات نام

 25 2هومر چن 21 5هی سیون یانگ

 50 2بوزنا کوستک 58 1ایگور واتولکین

 55 9باب ال استرام 52 1ابیان گویونف

 55 8یو چینگ لین 55 0کیم هیونگ گوگ

 55 55کارلوس ان سیلا 55 1الساندرو ال کوریخ

 گرهای توصیهسامانه
 تعداد مقالات نام تعداد مقالات نام

 52 52فرانچسکو ریچی 19 55مارکوس شدی

 55 52پیتر نس 55 51دیتمار جناخ

 55 59روتاریشاب مه 55 51کاترین وربرت

 1 58یوچنگ جین 1 50آرتور فلکسر

 8 25خوشایمان کامه 1 51آرتو لحتینمی

 جداسازی منابع موسیقی
 تعداد مقالات نام تعداد مقالات نام

 25 22ایچیرو فوجیناگا 91 25جرج کالو زاراگوزا

                                                 
1 Yi-Hsuan Yang 
2Homer Chen 
3 Igor Vatolkin  
4 Bozena Kostek  

5 Fabien Gouyon  

6 Bob L. Sturm  
7 Hyoung-Gook Kim  
8 Yu-Ching Lin  
9 Alessandro L. Koerich  
10 Carlos N Silla 
11 Markus Schedl 
12 Francesco Ricci 
13 Dietmar Jannach  
14 Peter Knees 
15 Katrien Verbert  
16 Rishabh Mehrotra 
17 Arthur Flexer 
18 Yucheng Jin 
19 Arto Lehtiniemi 
20 Iman Kamehkhosh 
21 Jorge Calvo-Zaragoza  
22 Ichiro Fujinaga 
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 52 2آنا روبلو 51 5گابریل ویگلنسونی

 52 2رافائل کریستوفر 52 1دیوید ریزو

 55 9خوزه جی والرو ماس 55 1نلورنت پوگی

 55 8جیم اس کاردوسو 55 0فرانسیسکو کاستلانوس

 رونویسی خودکار
 تعداد مقالات نام تعداد مقالات نام

 50 55سیمون دیکسون 12 1امانوئل بنتوس

 55 52مارک دی پلامبلی 52 55سو لی

 0 جرج کالو زاراگوزا 0 51ژیائو دوان

 0 51آنسی کالپوری 0 52اندرو مکلید

 9 50اورت سباستین 9 59یی وانگ

 تولید موسیقی
 تعداد مقالات نام تعداد مقالات نام

 51 58گاس ژیا 50 هی سیون یانگ

 52 25فرانبیوس پاچت 51 51دورین هرمانس

 55 22ژئائوبینگ لی 52 25چی فانگ هوانگ

 8 22سیمون کولتن 1 21دارل کانکلین

 8 29دانکن ویلیامز 8 21کونگ جین

                                                 
1 Gabriel Vigliensoni 
2 Ana Rebelo 
3 David Rizo  
4 Christopher Raphael 
5 Pugin, Laurent 
6 Jose J.Valero-Mas 
7 Francisco J. Castellanos 
8 Jaime S.Cardoso  
9 Emmanouil Benetos 
10 Simon Dixon 
11 Li Su 
12 Mark D. Plumbley 
13 Zhiyao Duan 
14Andrew Mcleod  
15 Anssi Klapuri 
16 Ye Wang 

17 Sebastian Ewert 
18 Gus Xia 
19 Dorien Herremans 
20 Fran√ßois Pachet 
21 Chih-Fang Huang 

22 Xiaobing Li 
23 Darrell Conklin 
24 Simon Colto 
25 Cong Jin 
26 Duncan Williams 
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 های مورد استفادهروش ها والگوریتم -3-5

های مورد استفاده در هر یک در این بخش از مقاله به بررسی روش

. در هر یک از شودمیموضوع مدنظر مقاله پرداخته  پنجاز 

تلف مورد استفاده قرار هایی که در مقالات مخموضوعات روش

و نقاط قوت و ضعف هر یک به اختصار بیان شده  عرفیم گرفته

های این مقالاتی که در هر یک از موضوعات از روش است. علاوه بر

. برای انتخاب مقالات انداند مشخص شدهظر استفاده کردهمدن

 شرایط زیر در نظر گرفته شده است:

 میلادی به بعد باشند. 2555مقالات از سال  .5

 مقالات از نوع پژوهشی مجلات و پژوهشی کنفرانسی باشند. .2

بررسی در  موضوع مورد الگوریتم، مدل یا چارچوبی برای .1

 مقاله توسعه داده شده باشند.

 2522و  2521های مقالات پژوهشی کنفرانسی یا برای سال .2

ارجاع و در  55ها حداقل باشند و یا میزان ارجاع به آن

مواردی که برای مثال به دلیل جدید بودن حوزه، میزان 

 ارجاع باشد. پنجارجاعات پایین است حداقل 

 موسیقی بندیستفاده در دستههای مورد اروش -3-7

بندی موسیقی، عمده با بررسی مقالات گوناگون مرتبط با دسته

 0های هوش مصنوعی مورد استفاده در این حوزه در جدول روش

 نمایش داده شده است.

 بندی موسیقیتهمورد استفاده در دس یهاروش یبررس .7 جدول

 مقالات معایب مزایا روش

 های بیزینشبکه

 (Bayesian) 

سازی آسان و مناسب برای مجموعه دادگان پیاده

 بزرگ و با ابعاد بالا

هاست که این فرض اصلی استقلال بین ویژگی

 فرض همیشه دقیق نیست.
[58 – 22] 

K  نزدیکترین

 همسایه

سازی آُسان و دقت تفسیر پذیری، درک و پیاده

 مناسب

وابستگی به تعداد همسایگان، زمان محاسبه و 

 اجرای بالا
[21 – 29] 

 رگرسیون

(Regression) 
 درک و تفسیرپذیری آسان

یافتن روابط بین متغیرها در همه مسائل به سادگی 

 ممکن نیست.
[20 – 15] 

 درخت تصمیم

(Decision 

Tree) 

 سهولت درک و تفسیر
برازش و تغییرات شدید به هنگام تغییر جزئی بیش

 در دادگان
[12 – 12] 

 جنگل تصادفی

(Random 

Forest) 

عملکرد بهتر نسبت به درخت تصمیم در حل 

 برازشمشکل بیش
 [18 – 11] پیچیدگی بسیار زیاد

ماشین بردار 

 پشتیبان

(Support 

Vector 

Machines) 

های غیر خطی و مناسب برای مدیریت داده

 مجموعه دادگان بزرگ و با ابعاد بالا
 [20 – 11] هایی با نویز زیاد عملکرد مناسبی نداردبرای داده

 یشبکه عصب

 کانولوشن

(Convolutional 

Neural 

Network) 

مناسب برای مجموعه دادگان بزرگ و عملکرد 

 یصوت یهاگنالیسخوب در انواع 

پیچیدگی در تفسیرپذیری و نیاز به مقادیر بالای 

 گذاری شدههای برچسبداده
[28 – 10] 

 یشبکه عصب
 یبازگشت

(Recurrent 

Neural 

Network) 

های صوتی با طول برای مدیریت سیگنالمناسب 

 زمانی متغیر

پیچیدگی در آموزش و نیاز به مقادیر بالای 

 گذاری شدههای برچسبداده
[18 – 92] 

شبکه عصبی 
LSTM 

(Long-Short 
Term Memory  

Neural Network) 

مشکل حافظه شبکه عصبی بازگشتی را حل کرده 

 ندارد محوشدگی اطلاعاتو 

پیچیدگی تنظیم پارامتر و مصرف  پیچیدگی بالا،

بالای حافظه که نیازمند زمان بالا برای آموزش 

 است.

[91 – 98] 

 های ترکیبیروش
های مختلف جهت رفع استفاده از ظرفیت روش

 مشکل دیگری و بهبود نتایج

ها پذیری روش برای استفاده در سایر زمینهتعمیم

 محل تشکیک است.
[91 – 08] 
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گر های توصیهستفاده در سامانههای مورد اروش -3-8

 موسیقی

ی، قیموس گرهیتوص یهاسامانهبا بررسی مقالات گوناگون مرتبط با 

های هوش مصنوعی مورد استفاده در این حوزه در عمده روش

 نمایش داده شده است. 8جدول 

 در جداسازی منابع های مورد استفادهروش -3-9

 موسیقی

ی، قیمنابع موس یداسازجبا بررسی مقالات گوناگون مرتبط با 

های هوش مصنوعی مورد استفاده در این حوزه در عمده روش

 نمایش داده شده است. 1جدول 

 خودکار یسیرونوهای مورد استفاده در روش -3-44

، عمده خودکار یسیرونوبا بررسی مقالات گوناگون مرتبط با 

 55های هوش مصنوعی مورد استفاده در این حوزه در جدول روش

 ده شده است.نمایش دا

 های مورد استفاده در تولید موسیقی روش -3-44

با بررسی مقالات گوناگون مرتبط با تولید موسیقی، عمده 

 55های هوش مصنوعی مورد استفاده در این حوزه در جدول روش

 نمایش داده شده است.

 

 گر موسیقیهای توصیهمانهمورد استفاده در سا یهاروش یبررس .8 جدول

 مقالات معایب مزایا روش

 4فیلترینگ مشارکتی
ها با استفاده از سازی توصیهامکان شخصی

 ی مخاطبرصد رفتار

و نیز مشکل در کار با  2مشکل شروع سرد

 1های خنکداده
[01 – 81] 

 بر محتوا یمبتن
های خاص امکان توصیه بر اساس ویژگی

 موسیقی
 [555 – 15] عدم درنظر گرفتن ترجیحات کاربران

 یادگیری ژرف
استخراج و یادگیری الگوهای پیچیده در 

 های صوتیلسیگنا

گذاری های برچسبادهنیاز به مقادیر بالای د

 شده
[555 – 558] 

 [525 – 551] زمان محاسبه و اجرای بالا ها در حجم بالامدیریت داده 1ماتریس تجزیه

 [525 – 522] پیچیدگی بالا هااستفاده از نقاط قوت روش های ترکیبیروش

 

 داسازی منابع موسیقیمورداستفاده در ج یهاروش یبررس .9 جدول

 تمقالا معایب مزایا روش

 یادگیری ژرف
سازی ساختار انعطاف در مدل

 های چند صدایی و پیچیدهموسیقی

نیاز به منابع محاسباتی بسیار بالا و دادگان 

 متنوع و حجیم
[522 – 590] 

 های مخفی مارکوفمدل

(Hidden Markov Model) 
 هامدیریت حجم زیادی از داده

های چند سازی موسیقیمشکل در مدل

 صدایی
[598 – 509] 

  امکان مدیریت دادگان با ابعاد نسبتا بالا ماشین بردار پشتیبان
هایی با اجزای کارایی کاهش در موسیقی

 ناشناس
[500 – 582] 

 

 رونویسی خودکارمورد استفاده در  یهاروش یبررس .44 جدول

 مقالات معایب مزایا روش

 یادگیری ژرف
بهتر  شیها، نمااز داده یادیحجم ز تیریمد

 یقیموس دهیچیپ یهایژگیو

های نیاز به مقادیر بالای داده

 گذاری شده و منابع محاسباتی زیادبرچسب
[581 – 255] 

های مخفی مدل

 مارکوف

ها، عملکرد مناسب مدیریت حجم زیادی از داده

 سازی الگوهای متوالیدر مدل

سازی ساختارهای پیچیده مشکل در مدل

 موسیقی
[252 – 221] 

 ماشین بردار پشتیبان
و  یزمان یسر یهاداده تیریثر در مدؤمملکرد ع

 یقیعبارات موس قیدر تطب ریپذانعطاف

سازی موسیقی و مستعد خطا در مدل

 هامحدودیت در تعداد ویژگی
[229 – 221] 

                                                 
1 Collaborative Filtering  
2 Cold start 
3 Data sparsity
4 Matrix Factorization 
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 ولید موسیقیمورداستفاده در ت یهاروش یبررس .44 جدول

 مقالات معایب مزایا روش

 های تکاملیالگوریتم

(Evolutionary Algorithms) 

یت خروجی با تعریف سازی کیفمکان بهینها

 تابع ارزیابی مناسب
 [210 – 215] پذیری پایین استحکام و تعمیم

 یبازگشت یشبکه عصب
عملکرد مناسب در تولید موسیقی به شکل 

 متوالی
 [222 – 218] برازشمشکل بیش

 افزایش زمان خروجی تولیدی، LSTMشبکه عصبی 
 

 پیچیدگی تعریف و تنظیم پارامتر
[221 – 218] 

 ریه خودرمزنگار متغشبک

(Variational Autoencoder) 

های متنوع و عملکرد مناسب در تولید داده

 با کیفیت

پیچیدگی زیاد و تنوع پایین خروجی نسبت 

 یمولد تخاصم یهاشبکهبه 
[211 – 299] 

 مبدل

(Transformer) 

هترین گزینه برای تولید موسیقی طولانی ب

 های متوالیو عملکرد مناسب در تولبد داده

مکان تولید موسیقی با پیچیدگی زیاد و ا

 کیفیت پایین
 [290 – 155] 

 یمولد تخاصم یهاشبکه
(Generative Adversarial 

Network) 

 های جدید عملکرد خوب در تولید موسیقی
آموزش دشوار و عدم اطمینان از کیفیت 

 موسیقی خروجی
[152 – 155] 

 زنجیره مارکوف

(Markov Chain) 

س الگوی عملکرد مناسب در تولید بر اسا

 خاص و توالی مشخص
 [151 – 155] عدم اطمینان از تولید خروجی جدید و متنوع

 تنوع و کیفیت بالای خروجی های ترکیبیروش
پیچیدگی زیاد، نیاز به منابع محاسباتی بالا و 

 پذیری پایینتعمیم
[125 – 128] 

 

کارگیری هوش مصنوعی در هنر های بهچالش -3-42

 موسیقی

ها و ده از روشهای استفادر این بخش به بررسی چالش

های هوش مصنوعی در هر یک از موضوعات پنجگانه مورد الگوریتم

 شود.بررسی در این مقاله پرداخته می

های یژگیو گستردهابعاد  ،یقیموسبندی دسته یاصلچالش

بندی را پیچیده های دستههاست که فرآیند آموزش مدلموسیقی

و فقدان مجموعه  یقیموس گنالیس یریرپذییتغ سازد.و مشکل می

 این حوزه است.بزرگ دیگر چالش دار برچسب یقیموس یهاداده

 احساسات و حالاتها و ژانرها، سبک یعدم استانداردساز ،علاوههب

 د.را به چالش بکش یقیموسبندی دستهتواند یم زین یقیموس

 گرهیتوص هایسامانههوش مصنوعی در  تیموفق رغمیعل

از  یکیبرطرف شود.  دیهنوز بادیگر چالش نیچند ،یقیسمو

که  دهدیرخ م ی، که زمانسرد است مشکل شروع یاصل یهاچالش

که هنوز سابقه  یدیکاربران جد یبرا تواندینم ستمیس کی

البته این چالش در  ارائه دهد. ییهاهیاند، توصارائه نکرده یداریشن

نظر ما ممکن است عدم درطرف شده اهای مبتنی بر محتوا برروش

گر شود. گرفتن ترجیحات کاربران سبب کاهش کارایی توصیه

ها نیز اما این روش دهندمیتاً مناسبی بهای ترکیبی پاسخ نسروش

چالش  تنی بر محتوا دچارهای مبتنی بر کاربر یا مبچون روشهم

. شوندمیها تعداد کاربران و آهنگ شیافزا اب ستمیس یریپذاسیمق

از  نانیاطم یها وجود دارد که براهیموضوع تنوع در توص ت،ینها در

قرار  یقیمختلف موس یها و ژانرهاکاربران در معرض سبک نکهیا

 است. یضرور رند،یگیم

ها چالش ، چندصداییجداسازی منابع موسیقیدرخصوص 

چنین عدم شناسایی سازهای گوناگون نیز اساسی هستند. هم

روست. وجود طیف بهن حوزه با آن روچالش دیگری است که ای

های نواحی و مناطق مختلف و عدم وجود وسیع سازها در موسیقی

های تعداد کافی داده برای هر یک از این سازها شناسایی سیگنال

های مختلف با مشکل مواجه کرده ها را در موسیقیمربوط به آن

باکس یتای چون باست. تشخیص آواهای گوناگون و موارد خلاقانه

 های مهم این حوزه است.از دیگر چالش

ها شبیه به حوزه جداسازی ، چالشرونویسی خودکاردر حوزه 

هایی چند ها موسیقیترین چالشمنابع موسیقی است. یکی از مهم

صدایی و دارای چندین ساز است. این چالش توسط چالش دیگری 

شده ری گذاشود و آن نبود تعداد کافی داده برچسبتشدید می

های دارای برای سازهای گوناگون است. علاوه بر این در موسیقی

های متغیر و تغییرات زیاد زیری و بمی صدا استفاده از سرعت

شود. های هوش مصنوعی در رونویسی با مشکل مواجه میروش

های مختلف امکان ها و گویشها، لهجهعلاوه بر موارد فوق زبان

 .کندمیاشعار موسیقی را دشوار شناسایی و رونوشت خودکار 
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منحصر به  موضوعی، قیموستولید ی دراصل یهااز چالش یکی

و  یتئور قیامر مستلزم درک عم نیو تنوع است. ا یفرد

مختلف  یهاسبک تیدرک ماه ییو توانا یقیموس یآهنگساز

داده  یادیز ریبه مقادنیاز  ن،یاست. علاوه بر ا یقیموس

کارگیری هوش مصنوعی های دیگر بهاز چالش گذاری شدهبرچسب

 تیفیک یابیارزدر تولید موسیقی است. دیگر چالش پیش رو 

چنین چالش مهم و اساسی دیگر است. هم شده دیتول یقیموس

موضوع مالکیت معنوی و مسائل مرتبط با آن است که آینده هوش 

 .قرار میگیردمصنوعی در موسیقی تحت شعاع این مورد

 گیریبندی و نتیجهجمع -1

های متعدد کاربرد هوش مصنوعی در هنر موسیقی، در میان حوزه

گر موسیقی، های توصیهبندی موسیقی، سامانهحوزه دسته پنج

جداسازی منابع موسیقی، رونویسی خودکار و تولید موسیقی 

بیشترین سهم را میان تحقیقات علمی داشته که در این مقاله این 

 قرار گرفت.  حوزه به تفصیل مورد بررسی پنج

گر های توصیهحوزه، تولید موسیقی و سامانه پنجدر میان این 

ها رشد بیشتری داشته و مطالعات بیشتری را نسبت به سایر حوزه

. در حوزه تولید موسیقی در دو سال اخیر به خود جلب نموده است

های هوش مصنوعی مولد رشد چشمگیری در به علت توسعه مدل

های شود. درخصوص سامانهمی دیدهی علمی هامطالعات و پژوهش

آغاز  2555گر موسیقی روند رشد مقالات از حدود سال توصیه

گر در این زمان رشد های توصیهشده است. به طور کلی سامانه

مناسبی داشته و به طبع آن در حیطه موسیقی نیز این روند 

 شود.مشاهده می

ها رو در تمامی حوزههای مبتنی بر یادگیری ژرف استفاده از روش

ها و هوش مصنوعی به افزایش است و در تولید موسیقی مبدل

 کنند.مولد نقشی اساسی ایفا می

 یبر روتواند می قاتیتحق نده،یدر آبندی موسیقی در حوزه دسته

د نها بتوانبا تعداد بالای ویژگی متمرکز شود که ییهاتوسعه روش

ی موسیقی را کنترل کنند. هاو تغییرات سیگنال نمودهمدلسازی 

ها و مناطق ها، فرهنگها در زبانبندی موسیقیعلاوه بر این دسته

های آینده افزایش خواهد یافت. برای گوناگون احتمالاً در سال

... ها وژانرها، سبکپیشرفت این حوزه اجماع و استانداردسازی در 

 تواند کمک شایان توجهی کند.می

ها نظیراستخراج گر، ادغام سایر دادهیههای توصدرخصوص سامانه

...  های شخصیتی وهای اجتماعی یا ویژگیعلایق شخص از رسانه

ارائه کند. این حوزه  یترشدهسازیهایی شخصیتواند توصیهمی

روندی رو به رشد دارد و محققان همچنان به دنبال کشف 

رکیب ها هستند که یادگیری ژرف و تهایی برای بهبود توصیهروش

 ترین موضوعات در این حوزه است.از داغ ،های مرسومآن با روش

حوزه جداسازی منابع موسیقی، نیاز به مجموعه دادگان مناسب 

زنی این دادگان دارد آوری و برچسببرای سازهای گوناگون و جمع

از موضوعات بسیار مهم برای مطالعات آینده باشد. در تواند میکه 

تواند حوزه تحقیقاتی جذابی باشد، چرا که ن موضوع میایران نیز ای

ست و تهیه مجموعه دادگان زیاد اتنوع سازهای موسیقی ایرانی 

ها توسط افرادی به غیر از هنرمندان ایرانی که به مرتبط با آن

 آید.معقول به نظر میا این سازها آشنا هستند، کمی غیرخوبی ب

مجموعه دادگان دارد؛ دادگانی  حوزه رونویسی خودکار نیز نیاز به

های گوناگون قیکه نه تنها برای سازهای گوناگون، بلکه برای موسی

ها، ها با زبانو برای موسیقی های متفاوتآهنگبا تنوع ضرب

های مختلف باید تهیه گردد. علاوه بر این توسعه و ها و گویشلهجه

نیز از  هاهای مختلف برای کار بر روی این دادهانطباق مدل

 تواند در آینده پیگیری شود.موضوعات پژوهشی است که می

 که برانگیز و رو به رشدی است تولید موسیقی موضوع چالش

شود روند تحقیقات در چند سال آینده بر روی ارائه بینی میپیش

و تولید مختلف های جدید برای تولید اصوات ها و روشمدل

های هوش مصنوعی بر مدلموسیقی تمرکز داشته باشد. تمرکز 

مولد سعی در حل مشکل تنوع موسیقی تولید شده خواهد داشت. 

های آتی مد نظر تواند در پژوهشاما یکی از موضوعات مهم که می

چنین مسئله جعل عمیق قرار گیرد، مسئله مالکیت معنوی و هم

های مجموعه دادگان مناسب برای حوزه تهیه درنهایت است.

اربردهای هوش مصنوعی را در آینده هنر ، توسعه کمختلف

تری از تر و مقبولزد و کارکردهای مطلوبموسیقی رقم خواهد 

 هوش مصنوعی را سبب خواهد شد.
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Abstract 
In today's digital world, online visioning has become one of the most essential ways to grow and develop 

businesses. Understanding the challenges and opportunities that exist in the shadow of new technologies, and of 

course, understanding solutions to deal with super-challenges such as economic problems, access to appropriate 

data, and how to exploit the uncertainty facing businesses are important issues that must be addressed in order to 

succeed by choosing effective strategies and creating a visionary identity in cyberspace, with the help of social 

media and cyber advertising, etc. Artificial intelligence has also witnessed success. In this research, an attempt 

was made to identify and build a better future with the help of futures studies as an interdisciplinary science and 

alternative tools such as scenario development. The aim of this analytical and descriptive research, which is 

developmental in nature and in terms of a mixed method approach, is to present images of possible and probable 

futures using a questionnaire tool using the Global Business Network (G.B.N.) method and relying on two key 

uncertainties: "government trade sanctions on specific visions or specific target communities" and "weakness of 

laws and regulations in the field of artificial intelligence applications," which is finally accompanied by providing 

strategic recommendations for the development of valid domestic visions and for the formation of a better future. 
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 پژوهشینوع مقاله: 
 

 دهیچک

و  هاچالش و شناختوکارها تبدیل شده ها برای رشد و توسعه کسبترین راهبه یکی از ضروری برخطر دنیای دیجیتال امروز، ویژندسازی د

یی چون معضتلات اتتاادی، دسترسی به  هاچالشابر راهکارهای مقابله با شتناخت   البته و های نوآیندریدر ستایه فناو  موجود هایفرصتت 

از موضوعات مهمی است که باید به آنها توجه وکارها کسبیی در فضتای مملو از عدم تععیت پیش روی  جوبهرههای مناستب و شتیوه   داده

 و ... نیز تبلیغات سایبری و های اجتماعیرستانه  به کمکهویت ویژند در فضتای مجازی،   ایجاد و مؤثر یراهبُردها نمود تا در ستایه انتاا  

ی و انارشتهیبیکی از علوم  عنوانبهی پژوهندهیآدر این پژوهش تلاش شد تا با  مساعدت . شاهد موفقیت را در کنار گرفت هوش ماتنوعی 

هدف این تحقیق تحلیلی و توصتتی ی که به لحان نوع بهتر بپردازیم.  یاندهیآبدیلی همچون تدوین ستتناریو به شتتناخت و ستتاخت    ابزار

با  نامهپرسشی ممکن و محتمل به کمک ابزار هاندهیآتااویری از  ارائه، ( استMIXED METHOD) ی و از نظر رویکرد آمیاتهاتوسعه

 ایخاص و  یویژندها یها بر رودولت یارتج یهامیتحر»دو عدم تععیت کلیدی  بر هیتک با( و G.B.N) وکارکستتتبروش شتتتبکه جهانی 

 منظوربهتجویزهایی راهبردی  ارائهبوده که در انتها با «  یهوش ماتتنوع یو مقررات حوزه کاربرد نیضتتعف توان»و « جوامع هدف خاص

 ی آینده بهتر صورت همراه شده است.ریگشکلتوسعه ویژندهای داخلی معتبر و برای 

   .یوسازیسنار ،یمجاز یفضا ،برخط یژندسازیو ،یپژوههندیآ ،یهوش مانوع: کلیدواژگان
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  مقدمه -4

 ژهیوماتلف، به عیدر صتتنا یاندهی( به طور فزاAI) یهوش ماتتنوع

از  یموردتوجه ترار گرفته استتتت. برخ تال،یجید یستتتازویژنتد در 

هتتا و بهبود داده لیتتآن تحل یو کتاربردهتتا  تیتتعلتتل اهم نیترمهم

دادها و ... استتتت. هوش  یلیحلو ت یآورجمع ،یمشتتتتر یهانشیب

 حاتیبه رفتار و ترج ربوطم یهاداده یترقیبه طور دت یماتتتنوع

و نظرات  برخطرفتار  د،یخر ینموده الگوها لیت را تحل انیت مشتتتتر

 نی. همچندینمایم یبندرا جمع یاجتماع یهادر شبکه انیمشتتر 

 توانندیها مویژند ن،یماشتتت یریادگی یهاتمیبا استتتت اده از الگور

کنند، به  یهر کاربر طراح یرا به طور خاص برا یکتاربر  اتیت تجرب

هتا کمتتک  مرتبط بتا آن  یو بتازخوردهتتا  غتات یعملکرد تبل لیت تحل

  کنند. نهیخود را به یغاتیتبل یراهبُردهاسرعت بپردازند و به

در خدمات  یهوش ماتتنوع ارانیها و دستتتباتچت ریمستت نیا در

 یازهایبه سؤالات و ن یفورصورت ستاعته و به  00به طور  یمشتتر 

بازار و رفتار  راتییتغ ینیبشیو با پ دهندیپتاستتتخ م  انیت مشتتتتر

 و کنندیم شنهادیپ ندهیآ یرا بر اساس روندها راهبُردها ان،یمشتتر 

 یعیمح راتییستتترعت به تغتا به کنندیوکارها کمک مبه کستتتب

به  توانندیم یهوش ماتتتنوع یهاتمیواکنش نشتتتان دهند. الگور

نبوه ا انیاز م انینظرات مشتتتر لیمحتوا کمک کنند و با تحل دیتول

 ها برسند. آن یازهایاز احساسات و ن یها به درک بهترداده

 ،یآوردر جمع یهوش ماتتتنوع یهاییبه توانابتاتوجه  یطورکلبته 

ر کارآمدت یاوهیبه ش توانندیها مویژندها، و استت اده از داده  لیتحل

 ییهاخود ارتباط برترار کنند و تجربه انیتر با مشتتترو هوشتتمندانه

از  یریگشتتده ارائه دهند. بهره یستتازیو شتتااتت  فردمنحاتتربه

 دتوانیتنها منه تالیجید یسازویژنددر  یعهوش مانو یهایفناور

 یهاها را در رتابتکند، بلکه آن نیوکارها را تضتتمکستتب تیموفق

ها کمک آن ترعیستتر شتترفتیکرده و به پ زیمتما زیبازار ن دیشتتد

است  وابسته یگرید یرهایبه متغ طیشرا نیاما البته تحقق ا د؛ینما

 .اختپرد میپژوهش به آنها خواه نیکه در خلال ا

این تحقیق، تأثیر هوش مانوعی بر آینده  مسئلهبنابراین، 

و پیامدهای آن بوده و ضرورت و اهمیت  توجه به  برخطویژندسازی 

ی است اده از سازیشااهمی چون  آن در ویژند سازی موضوعات م

وکارها را توسعه کسب طبعاًو  هانهیهز، بهبود کارایی، کاهش هاداده

و البته  پیامدهای ناخوشایندی همچون کاهش رشد اتتاادی، از 

های اجتماعی فناوری معضلاتو  مسائلوکارها و بین رفتن کسب

 نوآیندی همچون هوش مانوعی است.

 قیتحق نهیشیپ -4-4

 بازاریابی ریتأث» با عنوان یدر پژوهشتتت (1100) مهربان ی وستتتاک

 نظر در با برند به وفاداری روی بر( تیستتاو ) اجتماعی های رسانه

 شبکه: موردی معالعه) ؛برند به اعتماد میانجیگرانه نقش گرفتن

 یاجتماع یهارستتتانه یابینشتتتان داد بازار(« اینستاگرام اجتماعی

بتتا در نظر گرفتن نقش  ژنتد یوبتته  یاداروفت  ی( بر روتیتتستتتاو )

 [1] است. اثرگذار ژندیاعتماد به و گرانهیانجیم

 ریتأث یبررستتت»با عنوان  یامقاله یط (0210)ژیتا لیو و همکاران  

با  «یلوکس بر جذ  مشتتتتر یژندهایو یرستتتانه اجتماع یابیبازار

در  ماهه52دوره  کیاستتتاراش شتتده از  یهادادهاستتت اده از کلان

 15را از  تییتو ونیلیم 0۷/1(، 0210تا ژوئن  0210 هیژوئ) ترییتو

و ابراز  لیرا تحل ترییتعداد فالوور تو نیلوکس برتر بتا بتالاتر   ژنتد یو

استتتت.  داریوکار ناپاکستتتب یمیروش تد ابان،یبازار یداشتتتتند برا

را  یکنندگان هنوز هم تاد فروش و ارزش افزوده نام تجارماترف 

  [0]دارند. 

 رمزگشتتتایی»ن با عنوا یامقاله یط (0201)  هتاباچی و همکاران 

و تاتتد استتت اده: نقش   یبه نام تجار یبر وفادار یتجربه باز ریتأث

جربه ت ریتأث یبررس ومعالعه  به« یمشتر ویژندتعامل با  یاواستعه 

 –محرک  هیبتا اتتبتاس از نظر   .پردازدیم یرفتتار  جیبر نتتا  یبتاز 

ه ک کندیم شیو آزما شنهادیرا پ یدجدی مدل پاسخ، – ستم ارگانی

و تاتتتد استتتت اده از  ویژندبه  یوفتادار  ،یتجربته بتاز   نیرابعته ب 

ورزش و  نهیشتتتده در زم یستتتازیباز ژندیوبا  یکاربرد یهابرنامه

ل تعام یانجینقش م ن،ی. علاوه بر اکندیم یرا بررستت اندامتناستتب

 یررساز خود را ب ریتعابق تاو کنندهلیتعدو نقش  ژندیوبا  یمشتر

 [1] .کندیم

 ریتتتأث»بتتا عنوان  یادر مقتتالته  (0201)آگوس راهتایو و همکتاران   

 یبررستت به «برخطدر بازار  دیبر تاتتد خر برخط انینظرات مشتتتر

بر  دیبا تأک انیمشتر دیبر تاتد خر  برخط انیبازخورد مشتتر  ریتأث

مقاله با روش  نی. اپردازدیم ژندینقش ارزش بازخورد و شتتتهرت و

ها نشتتتان داده یآورجمع ینامه برااز پرستتتش و با استتتت اده یکم

 دیبر تاتتد خر توانندیم ژندیکه ارزش بازخورد و شتتهرت و دهدیم

 شتریب تواندیبازخورد مثبت م ن،یباشند. همچن رگذاریتأث انیمشتر

ه باشتتد، ب رگذاریتأث انیمشتتتر دیتاتتد خر یبر رو یاز بازخورد من 

 [0] باشد. یدر سعح مناسب زین ژندیکه شهرت و یشرط

 داتیتهد یهاویدر مقاله ستتتنار (1100)و همکتاران   مقتدم یریام

، با 1020در افق  رانیا یاستتتلام یجمهور هیعربستتتتان عل یتیامن

 یوهایستتتنار نیبه تدو ویستتتنار نیو روش تدو یپژوهندهیکمک آ



 0205در افق  یهوش مانوع ریبر تأث دیبا تأک نیآنلا یژندسازیو ندهیآ یوسازیسنار

 

 یج» شرا با رو 1020در افق  یعربستتان سعود  یتیامن داتیتهد

 ،یاهیبالاتر از ستت یویئه چهار ستتنارپرداخته و ضتتمن ارا«  ان یب

تنها، به کمک روش  خوردهیبازتندباد و  ریدر مس ،اتهیافستارگست  

 .اندنمودهرا ارائه  یی( راهکارهایعیمح عیسر یباندهیدکوئست )

 ویاست اده از ابزار سنار ات،یبه مرور ادبآمد و باتوجه ترشیپ چنانچه

فاتد سابقه  یساز ژندیر ود یپژوهندهیآ یها و ابزارهاروش ریو ستا 

در نوع خود نوآورانته بتته شتتتمتتار   قیتحق نیجهتت ا  نیبوده و از ا

 [5] .رودیم

 مبانی نظری -۰

 سازی دیجیتالویژندهوش مصنوعی در  -۰-4

های یادگیری ماشین، پردازش زبان هوش مانوعی شامل الگوریتم

ها در تدوین های بزرگ استتت که به شتترکت طبیعی و تحلیل داده

کاربردهای آن در از جمله  [5] کندکمک میبازاریابی  یراهبُردهتا 

توان به تحلیل احستاسات، تولید محتوای  ستازی دیجیتال می ویژند

سازی تجربه کاربری اشاره های هوشمند و شاایباتخودکار، چت

 [0]د. کر

 آن یکردهایو رو یپژوهندهیآ -۰-۰

 محدود به ادراکات و اتدامات حال حاضتتتر ندهیانداز غالب آچشتتتم

ب اغل ن،یگزیبلندمدت جا یهاندهیو کاوش در آ ینیبشیاستتت و پ

 یندهایدر فرا یطورکلبه ندهی. زمان آشتتتودیانگاشتتتته م دهیت نتاد 

از تعامل مداوم حال در نظر گرفته  یعنوان باشبه رانیمد یشناخت

در  ای شتتتودیتوجه نم ندهیآ یزمان افقکه به  یاگونهبه شتتتود،یم

علم و  یپژوهندهیآ ]۷[مدت مدنظر است.اهکوت یحالت نگاه نیبهتر

ها ساز رییو تغ راتییبه کمک رصد تغ ندهیهنر شتناخت و ساخت آ 

 شیکنشگر است. با افزا یو معنو یمنافع ماد کردننهیشیبا هدف ب

 یزیربرنتتامته  یستتتنت یهتا اتکتا بته روش   هتا، یو دگرگون راتییتغ

و  هاتیم تعععد نیستتنگ هینبوده و ستتا زانیربرنامه ازین یجوابگو

 دگرگون کرده یاگونتتهرا بتته تیتتوضتتتع هتتا،یوستتتتگیظهور نتتاپ

مشتتتکتتل بتته نظر  یپرتحول، امر یایتتدر دن نتتدهیآ ینیبشیکتته پ

 ]0[ .رسدیم

ه باشتتتد ب هاینیبشیپ یدرستتتتاز آنکه به شیب یپژوهندهیآ ارزش

ه ب شتریتوجه ب یها براو گشودن ذهن یزیرآن در برنامه دبودنیم 

 ]12[است.  یاستت یست  یدستتور کارها  رییو تغ دینوپد یهافرصتت 

ا کند ت ییرا شناسا ندهیحال و آ یروهایتا ن کوشتد یم یپژوهندهیآ

کتتار  یمهم برا زةیانگ کیتتاتاتتاذ شتتتود.  یربهت یهتتامیتاتتتم

ت. اس ندهیبا آ روبروشتدن  یبرا یو آمادگ رییبرآورد تغ یپژوهندهیآ

صتتتورت تناستتتب ب بهراهبرد اغل یی، پابرجایراهبرد تیریدر متد 

 طیانعباق سازمان با مح زانیم یعنی شود؛یمزده  نیتام یراهبرد

ند، ک رییتغ طیمحموردنظر استتتت. اگر  گریکدیمتقابل از  تیو حما

و ستازمان شروع به   میدهیآنگاه ما تناستب و انعباق را از دستت م  

 ست،ین ییگوشیپ یپژوهندهی. اسلاوتر اعتقاد دارد آکندیستقوط م 

 ؛شودیمبلکه به شناخت مااطرات مربوط  ستت، یهم ننبال آنبه د

روزمره ما را در  ماتیوجود دارد کته تاتتتم  یعواملچراکته همواره  

 یپژوهندهیآ یعلم قتات یتحق] [.دهتد یترار م طرهمعرض ماتا 

در  تواندیمکه  دهدیمارائته   نتده یرا در مورد آ یماتل  یهتا دهیت ا

 که ی. در حالردیاده ترار گمورد استتت  وکارکستتبمعالعات شتتبکه 

تمرکز دارند  یکنون طیشرا اتیجزئ یبر رو عمدتاًمحققان ستازمان  

 یعلف یهاتیفعالباش مرتبط با  کی عنوانبهتنها  ندهیو معالعه آ

به دنبال درک زمان  نگرندهیآمعتالعتات    رد،یگیترار م موردتوجته 

ه را معالع ندهیآ یهاتیتعععدم  صتتتراحتبته هستتتتنتد و   نتده یآ

به  ،کندیم جیرا ترو نیگزیجا یهاندهیآ دهیا یپژوهندهی. آکنندیم

 [۷]. است ندهیدنبال درک احتمالات آ

 ینیبشیپ جادیا یمناستتتب برا کردیرو کی ینگرندهیآ معتالعتات  

 یاکهشتتب ینیبشیپ ایمشتتترک  ینیبشیکه پ دهدیشتتبکه ارائه م

 نیبر تعاملات ب یمشارکت ینگرندهیآ. [11[, ]10] .شتود یم دهینام

 یهاگاهیاستتتوار استتت و پا  یستتازمان گرانیو باز یتجار یشتترکا

را با  نتده یماتلف آ یو بتاورهتا   هتا دهیت ا ر،یماتلف دانش و تاتتتاو

عنوان به ینگرندهیآ [10[, ]11[, ]10] داردیبه تعامل وام گریکدی

در ستتتعح  ندهیآ ینیبشیپ ایت تاتتتور و / »بر  ،یعمل کردیرو کیت 

 ای دهشتتتینیبشیپ یهاتیتحقق موتع یبرا یزیربرنامهبا  یاتیعمل

 یهاروش نیاز ب] 10[.تمرکز دارد« دیجد یهاحلراه یجستتتتجو

 یاریدارد، بستت یاژهیو گاهیجا یستتیونویستتنار نیقیبه یپژوهندهیآ

و اعتقاد دارند  دانندیم یپژوهندهیرا تلب و مرکز آ یستتیونویستتنار

 ژوهانپندهیکار آ نیب یگذارزیجهت تما یدیکل نف یسیونویستنار 

 ]15[. است ندهیمشاغل مرتبط با آ گریاز د یاحرفه

ت است که معتقد اس یپژوهندهیاز بزرگان آ یکی نیقیوندل بل به 

. آوردیبه ارمغان م یگانگیوحدت و  یپژوهندهیآ یبرا یسیونویسنار

دستتتاورد  یستتازخلاصتته یبرا یروشتت توانیمرا  ویستتنار ]15[

 هیدستتتتتاوردها بر پا  نیدانستتتت؛ خواه ا یپژوهنتده یآ یهتا تلاش

 قیدت یهایو تسر هاینیبشیپباشند که به  راستوا یکم یهاروش

 ندةیکه از آ ی یک یهاروش هیخواه بر پا انجتامند، یامتا محتدود م  

. او دهندیارائه م ریفراگ لیبد یرهایها، تاتتوجوامع و تمدن یتمام

 یدستتتتاورد تمام: »دیگویاشتتتته و مهم فراتر گذ نیپا را از ا یحت
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ره دربا یداستان و؛یاست: سنار کسانی ساًاستا  یپژوهندهیآ یهاروش

 ]15[...«ندهیآ

 یهاافتیبه در دنینظم باش یبرا یابزار»را  ویشتوارتز ستنار   تریپ

 توانندیم ماتیکه در آن تام لیبد ندهیآ یهاطیدرباره مح یذهن

ساخت  ندیفرا»آن را  مپسونی. ست داندیم« به اجرا گذاشتته شتوند  

 خوانده است. بلوم و« وکارکسب کی یرونیب طیمح لیبد یهاندهیآ

محتمل  ایممکن و  نتده یآ کیت از  ی یتوصتتت»را  ویستتتنتار  یمن 

 «ندهیآ یستتوبه پردازانهالیخجهش  کی»آن را  نزیکال« اندخوانده

 یبرا یسازمند اصول یشتناست  روش کی: »آن را کریدانستته، شتوم  

ه ب توانندیم ییاجرا یهامیممکن که در آن تام یهاندهیآ میترس

 لیبد یهاداستتتان وهایستتنار ][ . دانستتته استتت «ندیاجرا درآ

 ایتت هتتاینیبشیهتتا پهستتتتنتتد. آن نتتدهیآ ظتتاهرشتتتدن یچگونگ

اعتماد، منستتتجم و تابل یهااما داستتتتان ستتتتند،ین هاینگرشیپ

 یهاتیت تعععتدم   یجهتت کمتک بته تمرکز بر رو    زیبرانگچتالش 

  ][هستند.  ندهیدهنده به آشکل یروهایتوازن ن کو در یاتیح

 

 

  ][م؟ینگاه کن ندهیوها به آیق سناریچگونه از طر .4 شکل

                                                 
Global Business Network (GBN)  

 یهاکیتکن نیترمتداول ،یستتناریوستتاز  یشتتهود منعق اغلب،

 کار فرایند شدةحیتار وظایف منابع موجود است، در یستناریوساز 

 شوندیمانجام  شده تسهیل یهاگروه در یطورکلبه یستناریوستاز  

 ذهنی یهاتضاوت به سنگین یاتکا با و خلاق یهاگروه اصل در که

  ][ است. گروه یاعضا افتهینظمشهود  یا یفرد و

، حاصتل کاربستت فناوری ستناریو از سوی شرکت    GBN»1» روش

ی آغازین دهة شتتاتتت  هادر ستتالیر واک شتت ل بود. در آغاز، پی

اهیم هرمان کان را آغاز و به اصتتلاو و بهبود میلادی، کاربستتت م 

ر باین م اهیم پرداخت، این پژوهش نیز برای نگارش ستتناریو ابتدا  

ی کلی ترسیم و سپس بر مسائل جزئی تأکید داشت. چرا که ریتاو

ابعاد حیاتی  دادندستتتتتوجته بته جزئیات در آغاز کار، موجب از   

 یسناریوساز یدشهو مبتنی بر منعق شود. روشساخت می ندیفرا

تکنیک  نیترمتداول در این پژوهش مورد استتتت اده ترار گرفتهکه 

 با ارائه راهبردهای سریع مبتنی بر سناریو و متناسب یسناریوساز

 از: اندعبارتی این روش هاگاماست. 

مرحلة ناستت، شناسایی موضوع یا تامیم اصلی یعنی آینده   .1

 است.بر هوش مانوعی  دیتأکبا  برخطسازی ویژند

مؤثر در   یدیکل یروهاین ةو معالع ییدوم، شتتتناستتتا ةمرحل .0

 .است یمانوعظهور و بروز هوش  بهباتوجه برخط یسازویژند

 طیدر کلان مح شرانیپ یروهاین افتنی یمرحله ستوم که برا  .1

پژوهش ترار داد. در  نیا یرو شیرا پ ییهاگزارهانجام شتتتد، 

مرتب « PESTEL»بر استتاس مدل   شتتران یپ زیمرحله ن نیا

 شدند.

بر اساس  هاشتران یپو  یدیعوامل کل یبندرتبهمرحله چهارم:  .0

   تیو عدم تعع تیاهم زانیم

بر استتتاس وزن و عدم  ویمرحله پنجم: انتاا  منعق ستتتنار .5

 روندها یهاشرانیپو  یدیعوامل کل تیتعع

عوامل  بهباتوجه ویو توستتعه ستنار  یدهشتکل مرحله شتشتتم:   .5

 هاشرانیپو  یدیکل

 و انتاا  افتهیتوسعه یهاویسنار نیمضام یم بررست سترانجا  و

 در مراحل ه تم و هشتم. نشانگرهاشیپ

 منتخب یکشورها یقیمطالعه تطب -۰-۳

 کایمتحده آمر الاتیا

از هوش  تال،یجید یهایدر حوزه فناور شتتترویپ عنوانبته  کتا یآمر

ندگان و کنرفتار مارف لیتحل غات،یتبل یسازنهیبه یبرا یمانوع

 تفكر سيستمي

  يهاشناسايي نظام

  ليل وپيچيده، تح

قابل مديريت  

ساختن آنها براي  

 كسب و كار

 هاي چندگانهآينده

شناسايي عدم  
ها و لحاظ  قطعيت

نمودن آنها در فرآيند  
گيري  تصميم

وكارها و  كسب
 هاسازمان

 راهبرديتفكر 

  ايهشناسايي موفقيت
آينده و  ي بالقوه

توسعه و انتقال  
 اندازراهبردهاي چشم

اصول بنيادين  

نظام،   سناريوسازي،

باز و تفكر  ي آينده

 راهبردي هستند

گيري در مقابل پيش  توان ابزاري براي ارتقاء تصميمسناريوها را مي

 هاي آينده دانست.ي محيطزمينه

ر و محيط  وكاشرح منسجم داخلي از چگونگي توسعه و تحول كسب

 خارجي سازمان مورد نظر
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.  ] [کندیاستتت اده م شتتدهیستتازیشتتااتت  یامحتو دیتول
 لیتحل شرفتهیپ یهاستمیمانند گوگل و آمازون از ست  ییهاشترکت 

بهره   یمشتتتتر تجربه  بهبود  یبرا نیماشتتت  یریادگیت و  داده 

 .] [برندیم

 نیچ

 یهوش مانوع یدر توسعه فناور شتتاز یپ یاز کشتورها  یکی نیچ

 یهاتمیاز الگور دویو با بابایمانند عل ییها. شتتترکت ] [استتتت

 اده هدفمند است غاتیتبل جادیها و ادادهکلان لیتحل یبرا شرفتهیپ

 یبرا وشتتتمنده یهاباتاز چتاستتتت اده  ن،یمچن. ه] [کنندیم

 .] [است جیرا اریکشور بس نیدر ا انیمشترخدمات 

 آلمان

ها، از هوش ویژند یستتازیتالیجیو د 0,2با تمرکز بر صتتنعت  آلمان

تجربه  یستتازیشتااتت  ن،یتأم رهیزنج یستتازنهیبه یبرا ینوعمات 

 دکنیاستتت اده م تالیجید یابیبازار یراهبُردهاو توستتعه  یمشتتتر

 یهاداده لیاز تحل وامیو ب منسیمتاننتد ز   ییهتا شتتترکتت  .][

 . ] [برندیخود بهره م ویژند تیتقو یبرا شرفتهیپ

 هافرصتهوش مصنوعی، تهدیدات و  -۰-1

بشر را دچار تحولات در  یزندگ یه از هوش ماتنوع امروزه استت اد 

را به  دیت از ترس و ام یریآن تاتتتو ینموده و دورنمتا  یخور توجه

 آن در یریکارگبه یامدهایاز پ یگذاشتته استت. ترس ناشتت   شینما

آن با ذهن و فکر بشتتتر ... و البته  ینیگزینما و جاانستتتان یهاربات

و مقررات  نیتوان و یخاتتوصتت  یهاهو داد میمستتائل مرتبط با حر

 دیو ام شودیداده م شینما یلیتا یهامناسب، چنانچه در داستان

بشر ترار داشته و  یها فراروکه دهه یابه حل مشتکلات حل نشده 

ذهن خلاق دانشمندان  ریکه همواره باش جداناپذ یجاودانگ دیشا

 هنرمندان بوده است. یو حت

( که امروزه AI) یهوش ماتتتنوع یهااز جنبه یکیهرحال بته  امتا 

 یبرا یابزار تو کیعنوان استتتت اده از آن به افته،ی یادیز تیت اهم

 تیریمد یهاهاستتتت. روشدادهکلان تیت ریو متد  لیت وتحلهیت تجز

 یکردهایدر حال بهبود رو [ 01] یبر هوش مانوع یمبتن یهاداده

استتتت اده از  ،ریگوتت اتیبا حذف عمل یستتتنت هایداده تیریمد

 یهاانتاا و امکان  ترقیدت نشیارائه ب یبرا هادهدا لیوتحلهیتجز

                                                 
توان به عنوان یرا م نیماشتت  یریادگی ای یهوش ماتتنوع یکاربرد یهابرنامه 1

کار داده شتتتده  یها را به اطلاعات مناستتتب براکه داده یریادگی یاهتمیالگور»

 (.0202کرد )محمد و همکاران،  فیتعر« کنند یم لیو تبد یدستکار

 ]00[است. یبه کمک هوش مانوع هادادهبر  یمبتن

( که AI) یهوش ماتنوع  یهاعاملستتتمیرشتتد از ستتروبه استت اده 

توستتتعه  دهند،یها و خدمات را ارائه ماز برنامه یاگستتتترده فیط

 تیکرده استتتت. محبوب تیت را تقو دیت جتد  یهتا و ابزارهتا  مهتارت 

 یهاستمیو س یعیکه زبان طب GPT یهاآمده توسط مدلدستت به

 کنندیم جادیرا ا یریتاتتاو کنندیرا پردازش م 1یهوش ماتتنوع

 ایبر متن و  یمبتن یهااعم از پاستتتخ یماتل  یکه کاربردها[ 05]

را نشان داده است. اما مشکل  AIشتده توسط   دیبه هنر تول یمنته

است،  رشددرحالسترعت  که به یاورفنّ نیکه ا شتود یآغاز م یزمان

کند؛ دا یو مقررات خود پ فیاجماع مشتتتترک در تعر کی تواندینم

نوآورانه  یهایفناورو علت توستتتعه  جهیآن نت رشیپتذ شیامتا افزا 

ماتلف  عیو صنا هارشته انی( در مستوااستت اده  مورد استت اده )و  

 [00[, ]05] است.

صتتتنعت  نتده یر آد یهوش ماتتتنوع ریتتأث پژوهش در مورد  کیت 

به هوش  انیاعتماد مشتتتتر تیبر اهم دیت تتأک ضتتتمن  یبتانکتدار  

 جهتوتابلرا از موضوعات  ییو پاساگو تیامن ت،یشت اف  ،یماتنوع 

 یوربهره زمانهمو  یدر صنعت بانکدار یهوش مانوع یریکارگبه

  بتتا شتتترفتتتهیو تعتتامتتل پ یاتیتتعمل یستتتاز نتتهیبه ،یاتتاتتتاد 

 یریکارگبه یایمزا نیترمهمز خدمات( را ا یسازیشاا) انیمشتر

 یبرخ[ 0۷] .دانسته است توسعهروبهصنعت  نیدر ا یهوش مانوع

 و سکیر تیریدر صنعت مذکور مد یهوش مانوع یایاز مزا گرید

 یندهایآنها با فرا قیو تعب ندهایبتازار، اصتتتلاو فرا  لیت تقلتب، تحل 

 ییهااخذ گزارشو  یهوش تجار ان،یمشتر تیهو احرازاستتاندارد،  

هم  ییهاچالش. البته در مقابل انددانستتتتته و ...  یو مورد یادوره

از: ح ظ و احترام  اندعبارتآنها  نیترمهماز  یوجود دارنتد که برخ 

 تی یبه ک جینتا ی، وابستتتتگهاداده تیو امن یخاتتتوصتتت میبه حر

 هدیچیپ یهاتمیالگور لیدل هب تیبالا و عدم شتتت اف نهی، هزهتا داده

 شتکاف مهارت و دانش و ستترانجام  ،یش ماتنوع مورد استت اده هو 

 [0۷] .یسازمانفرهنگتعاب و مقاومت در برابر آن به سبب 

موضتتوع چندان هم  ،شتتودیمکه معرو  ییهایدگیچیپاما با همه 

و  افزارهانرم یهوش ماتنوع  یهاستتم یست در واتع  ستت ین دهیچیپ

 دانشده یهستند که توسط انسان طراح ییافزارهاستات گاه  یحت

آنان  ردیبه عهدة آنان ترار گ دهیچیپ فیتکل کیکه  یتا در صتتتورت

د اطراف خو طیبا درک مح یتالیجیدر ابعاد د ای یکیزیف صتتورتبه

به دست  یهاداده ریو ت س لیو تحل هاداده آوردندستت به قیاز طر
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بر استتاس  کردناستتتدلال ،افتهیستتاختارن ای افتهیآوردة ستتاختار

به دستتتت  هاداده نیکه از ا یاطلاعات لیوتحلهیتجزبا  ای، هاافتهیت 

عمتتل بتتا هتتدف  نیبهتر دادنانجتتام یعمتتل کننتتد و برا انتتدآورده

 ینوعهوش ما یهاستمیس. رندیبگ میتام هیاول فیتکل دادنانجام

. آنها رندیبگ ادیرا  یاعداد یهامتدل  ایت  نیتواعتد نمتاد   تواننتد یم

 یلاعمال تب ریتأث لیلبر استتاس تح رفتار خود را توانندیم نیهمچن

 [92]وفق دهند.  طیخود بر مح

 یاندازه بازار هوش مانوع بس که نیهم یهوش مانوع تیاهم در

 ینیبشیپدلار بوده است و  اردیلیم 100,5برابر با  0201در ستال  

[ 12] دلار برستتتد اردیلیم 1،500,1به  0212تا ستتتال  شتتتودیم

 یر هوش مانوع( بازاCAGR) یبینرخ رشتد ستالانه ترک   نیهمچن

بوده استتت که عدد  ددرصتت 1۷,1برابر با  0212تا  0200از ستتال 

 بیرا ترغ یادیز یهاشرکتو  هادولت دهیبه نظر رست  یتوجهجالب

 نموده است. یفناور نیدر ا یگذارهیسرمابه 

بازار هوش  نیتربزرگ کایاستت در حال حاضر آمر  یادآوریبه  لازم

حجم  0205تا سال  شودیم ینیبشیپدر جهان است و  یماتنوع 

 یهاباشو البته [ 11] دلار برستتتد اردیلیم 000,50بتازار آن به  

 تال،یجید غاتیتبل ،یبازار شتتتامل خدمات مشتتتتر نیا توجهجالب

 رهیهوشتتمند و غ یهارباتافزوده،  تیجستتتجو، واتع یستتازنهیبه

در هوش  توجهتتابل  یاز فتاکتورهتا   گرید یکیو البتته   هستتتتنتد 

است که عدد آن تا سال  حوزه نید افراد شتاغل در ا تعدا یماتنوع 

 [10]. دین ر خواهد رس ونیلیم 00به  0205

به  زیرا ن ییهاچالش یتوجه داشتتت استتت اده از هوش ماتتنوع دیبا

آنها  نیترمهماز  یبرخ رد،یترار گ موردتوجه دیهمراه داشتتته که با

 از: اندعبارت

 نیبه توان ازین یعهوش ماتتنو :یو نظارت یقانون طمحی کمبود •

 ،یبریستتا تیامن ،یخاتتوصتت میح ظ حر یو مقررات مناستتب برا

دارد. اما در حال حاضتتر،  یریپذتیمستتئولو  یفکر تیحقوق مالک

شورها و ک نیو در ب ستندین کسانیو  یکاف یو مقررات نیتوان نیچن

 [11] مناطق ماتلف ت اوت دارند.

از  یاریبس :سکیکاهش ر یهاحلراه و ترس اعتماد، کمبود •

اعتماد ندارند و ترس دارند که  یبه هوش مانوع هاستازمان افراد و 

 نیا رفع یآنها شود. برا نیگزیجا ایبزند  بیآست  نهابه آ یفناور نیا

 و کنترلتابل، فهمتابلش اف،  یترس، لازم استت که هوش مانوع 

 یریجلوگ یمناسب برا یهاحلراه دیبا ن،یباشد. همچن اصلاوتابل

 یدر است اده از هوش مانوع سوات اهم ای ی، خعاستوااستت اده  از 

 [11] وجود داشته باشد.

آموزش و بهبود  یعامل اصتتل هاداده :تیفیباک یهاداده کمبود •

 ق،یدت ،یکاف یهادادههستتند. اما در حال حاضر،   یهوش ماتنوع 

 هاادهداز  ی. برخستندیو بدون تعاب در دسترس ن ندهیمتنوع، نما

قض ن هاداده ینامتعادل هستند. برخ ایط، نامعتبر، نامتجانس نامربو

 راتیتأث هاداده ینند. برخکیم یا حقوق شتتتااتتتی یحقوق فکر

 [10] .دارند ستیزطیمحا یجامعه  یبر رو یمن 

و عدم درک  یمسااا ل حقوق ،یسااازادهیپ راهبُرد کمبود •

با  یهوش ماتتنوع یستتازادهیپدر  هاستتازماناز  یاریبستت :رانیمد

شتتوند. آنها یروبرو م یو اخلات ی، فرهنگی، ستتازمانیفن یهاچالش

، شرکان اهداف، منابع، ییتع یبرا امعروشتن و ج  راهبُردک یاز به ین

و مقررات  هاتانوند یپروژه خود دارند. آنها با یارهایو مع نتدهتا  یفرا

را  یحقوت یهاستتکیرنند و کت یرا رعا یمربوط به هوش ماتتنوع

 یابیدرک و ارز یلازم برا یید دانش و توانایهتا با اهش دهنتد. آن کت 

دهند.  شیزات خود افیریرا در ستتعح مد  یهوش ماتتنوع  یفناور

[15] 

در درون  هایفناورهمانند تمام  یهوش ماتتنوع نکهیا ستتانکوتاه

آنها و  تیریمد یبراباید است که  یداتیو تهد هافرصتت خود واجد 

 ود.ش دهیشیاند یریتدب از آن نهیبه یبرداربهره یالبته چگونگ

 تیریو مد یهوش مصنوع ،برخط یسازویژند -۰-6

 توجه

بر اساس اطلاعات ارائه  برخط دارانیکه خر انددادهنشان  هاپژوهش

و تعداد  ریمثل اطلاعات محاتتول، تاتتاو) شتتده در مورد محاتتول

اطلاعات ارائه شتتده  نی. اکنندیم یداریکالا را خر کی( مشتتاهدات

 طلبانهمن عت محورارزش یرفتار یریگجهت دو وجودآمدنبهباعث 

 یادیز تیاهم یدارا هاآنکته توجه به   شتتتودیم انته یت جولتذت و 

و  زهیاز انگ ینوع عنوانبه یمشتر یهاارزشامروزه به  رای، زباشدیم

 زانیو م شتتتودیم ستتتتهیمحرکه در بازار نگر یروین یدر حالت کل

دو نوع ارزش  نیا کردنبرآوردهدر  برخط یهافروشتتتگتاه  ییتوانتا 

و  انکنندگمارفنگرش  یریگشکلبر  میبه طور مستتق  انیمشتتر 

 [15] . گذاردیمکالا اثر  کی دیخر

 روزافزونبتا نگتاهی بته ویژنتدهای معرو دنیا و چگونگی موفقیت     

اپتل، گوگتل و حتی ویژندهای   ، ویژنتدهتای معرحی چون آمتازون   

ضتتای مجازی و نقش ف میابییدرمو استتن   کالایجیدایرانی چون 

های مشتریان نقش بسزایی در البته استت اده درست از تحلیل داده 

 نیترمهمرشتد و توستعه ویژندهای یاد شتده داشته است. برخی از    

 از: اندعبارتاین ویژندها 
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ن جها برخطفروشگاه  نیترعنوان بزرگین ویژند بها :1نآمازو .1

ی تا ای از مواد غذایشتتود و محاتتولات گستتتردهشتتناخته می

 .دهدخدمات بلوتوث ارائه می

به  این ویژند با ارائه محاتتتولات لوکس: 0ریچکجی لاامای .0

به کی یت و خدمات دهد و باتوجهمشتتتتریان خود خدمات می

 .شودبالا شناخته می

دلار،  ونیلیتر 1بتتا ارزش : 1پتتلاالبتتته ویژنتتدهتتای بزرگی چون 

 0,5ارزش  با یبا ویژند کروستتتافتیمتا ، ویژنتد جهتان   نیتربزرگ

دلار، گوگل  ونیلیتر 1,55با ارزش  یبا ویژند 0گوگلر، دلا ونیلیتر

 .بزرگ جهان ترار دارد یدر صدر ویژندهاکه  زین

 یاز ویژندها زیدلار، تستتلا ن اردیلیم 002با ارزش  5تستتلاهمچنین 

 اردیلیم 052با ارزش  5ستامسونگ ، شتود یبزرگ جهان شتناخته م 

دلار،  اردیلیم 012با ارزش  یا ویژنتد بت  0متارت والو بتالاخره   دلار

 که روندیمویژنتدهای جهان امروز به شتتتمار   نیتربزرگهمگی از 

ی از موفقیتت خود را مدیون استتتت اده از دنیای  توجهتتابتل  باش 

 ۷.مجازی و هوش مانوعی هستند

 کی( با B2B) وکارکستتب یهاشتترکت ر،یاخ امیا یحال ط نیع در

و  اندشتتتدهمواجه  دهیت چیپ هنتد یبته طور فزا  وکتار کستتتب طیمح

ماتلف را ماتل  یوکارهاکستتتبرو،  شیپ یاجتمتاع  یهتا بحران

 یهاعرصه روزآمد یهایفناوربه لعف  همهنیبا ااما  ]۷[ کرده است

آنها  نیترمهم دیترار گرفته که شتتا کارهاوکستتب یفرارو یدیجد

را  یلیبدیکلان روند فناورانه امکانات ب نیاستتت، ا یهوش ماتتنوع

ترار داده از جمله  یاجتماع یهاوکارها و رستتانهکستتب یرو شیپ

 یهارستتتانه یهاداده رینظ یکلان یهادادهاز  یبرداربهره یارتقتا 

شتتتود.  همها فراآن تیت ریو موجتب شتتتده امکتان متد    یاجتمتاع 

کلان  یهاداده لیوکارها امکان تحلدر مورد کستتتب مثالعنوانبه

 یهامشاوره ارائه یمات و حتخد یسازیشااو  انیمرتبط با مشتر

هم را فرا یمداریمشتر ندیبهبود فرا ای هیسرما شیافزا یبرا برخط

 نموده است.

در  هادادهکلانآنگاه که در کنار  یهوش ماتنوع  یدر واتع، ابزارها 

ترار گرفتند، موجب شتتدند که دتت و  یاجتماع یهابستتتر شتتبکه

شتتده و  شتتتریب یبه طرز شتتگرف یاجتماع یهارستتانه یهدفمند

                                                 
 Amazon

 Amazon Luxury Stores 

 Apple

 Google

 Tesla

 Samsung 

 یابیتتبتتازار یکتته در واتع نوع 0محور یحستتتا  کتتاربر یابیتتبتازار 

لاً کام یاجتماع یها. تا آنجا که رسانهردیاست، شکل بگ 12رگذاریتأث

به  اتکاها، با دا کرده که در آنیظهور پ «11شتتده یستتازیشتتااتت»

 یمحتوا ،10محتوا یستتتتازنتتهیو به یهوش ماتتتنوع یابزارهتتا

 نستاگرام،ی. اشودیداده م لیتحو شتده به کاربران  یستاز یشتاات  

 ییهامثال چتاستتتن و  نترستتتتیپ ،نینکدیلگوگل،  ،بوکسیف

 عرصه شده نیوارد ا یجد صورتبهدهه حاضر  ائلهستتند که از او 

 اند.داشته یچندبرابر یدرآمدها اد،یز یگذارهیو با سرما

 یابترت یوجود فشتتارها لید که به دلکرتوجه  زینکته ن نیبه اباید 

از  یخدمات یهاستتازمانکه  ییراهبُردها نیترمهماز  یکی د،یشتتد

 بهبود ابند،یدستتتت  داریپا یرتتابت  تیت بته مز  تواننتد یمآن  قیطر

 یریکارگبه ؛ لذااست تالیجید یفضتا  قیاز طر غاتیارتباطات و تبل

 و لیبازار باعث تستتته یهاتیفعالدر  تتال یجید یابیت بتازار  کردیرو

 یدر فضتتا هاشتترکت یابیبازار رانیمد یراهبرد یتوستتعه رفتارها

از اتلام  یکی عنوانبه تالیجید یابیبازار ،نیبنابرا .دشویم تالیجید

 دیآیمبه شمار  نینو یابیبازار یو ابزارها یراهبُرد یهاییدارامهم 

ر د بیرت یهاشرکتاطلاعات مربوط به  یابیو ارز یو البته گردآور

 ارد.د یاتیح ینقش ،یتالیجید نینو یابیبازار کردیرو نیامر تدو

سو  کیاز  یتالیجید یابیتوستعه بازار  یبرا یستاز تیظرف یاز طرف

و  یتالیجید کردیلازم با رو یهامهارتو  هاآموزشمستتتتلزم ارائته  

جامعه در همه سعوو  یازهاین بر اساسو  یتجار یهاشرکترشد 

 تالیجیحوزه د یوکارهاکسبتوستعه و رشد   گرید یبوده و از ستو 

مناستتتب جهت  یهانهیزم جادیو اشتتتناخت و رفع موانع  ازمندین

 .باشدیم یخدمات یهاتیفعالتوسعه 

 یهارستتتانه یتوانمند یریکارگبهو  تتال یجید یکردهتا یرو اتاتاذ 

 یبرا یابیبازار یراهبُردها نیتریاتیحاز  یکیبه  جیتدربه یاجتماع

 یمنبع یو اجتماع تالیجید یهارستتانهشتتده و  لیتبد هاستتازمان

درک رفتار  ایت افراد  یاجتمتاع  یگستتتترش زنتدگ  یبرا یضتتترور

 خواهندیمکه  یو کسان ابانیبازار یبرا ،نیبنابرا .ندکنندگانماترف 

 میاپاراد کیبه  «تالیجید یابیبازار»بازار بمانند،  یدر لبته رونتدها  

  [10]شده است.  لیتبد وکارکسبدر حوزه  ریناپذاجتنا 

 Walmart 

 https://www.brandvm.com/post/10-biggest-brands-2024

 Account-Based Marketing 

 Influencer Marketing 

 Personalized 

 Content Optimization
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از نظر دور داشته  دینبا تالیجید یوکارهاکستب که در  یمهم نکته

 ریمستتضتترورت تداوم  لیکه به دل ستتتا یمشتتتر یشتتود، وفادار

 ةدیعق .شودیم یتلق یموضوع مهم یمشتر یبا همراه وکارکستب 

معالعات مربوط  شود،یم تریتجارت رتابت یکارشناسان هرچه فضا

 دایپ یشتتتتریضتتترورت ب ،ویژند یو وفادار انیمشتتتتر یبه وفادار

دو  بر استتاس ویژندبه  یوفادار دهدینشتتان م هایبررستت. کنندیم

ود. ش یابیارز تواندیم انیمشتتر  یو شتناخت  یم هوم واکنش رفتار

و  شتتتودیم دهیکته در طول زمتان د   انیت مشتتتتر یواکنش رفتتار 

که  است ویژندمااطبان  ینگرش راتییتغ گریاست و د مشاهدهتابل

را  یوفادار لوریجونز و ت. استتتت رگذاریتأث شتتتانید ایبر تاتتتد خر

محاتتتول و  کی ایخدمات خاص  ةدهندارائه کی حیعنوان ترجبه

 یکردند. مشتر فیکننده تعرآن توستط مارف  نیگزیخدمت به جا

کند و  یداریرا خر یدوبتاره همان نام تجار  دهتد یم حیوفتادار ترج 

 [1۷]. شودیم رخدمات خاص وفادا ةدهندارائه کیبه  ن،یبنابرا

 یبایبازار یهاکه ابتدا در حوزه یهوش مانوع زین یاسیصه سعر در

 فروش ریچشتتمگ شیمورد استتت اده ترار گرفته بودند و موجب افزا

 ییبه ابزارها اتکابا  جیتدربهها شدند، از شرکت یاریمحاتولات بس 

با است اده از  یپرداخته و حت 1احساسات لیبه تحل Net base رینظ

 یهارستتتانه یهادادهر استتتاس پردازش ب Cortex رینظ ییابزارهتا 

ه و شد لیخلاتانه تبد ماتیتاتم  یبرا یعمل ییبه راهنما یاجتماع

 دهرا تجربه کر یشتریرشد و توسعه ب زین یتجار یهاحوزهالبته در 

 یهاکمک برخط یستتتازویژندبه بهبود  یاخلاتانه یهاروشو با 

 :از اندعبارت هاروش نیاز ا ینمود. برخ یانیشا

 یهاشتتترکتبه  تواندیم یهوش ماتتتنوع خودکار: غاتیتبل -4

 غاتیلتب شتترفته،یپ یهاتمیالگورکمک کند تا با استتت اده از  برخط

ماتلف ترار دهند.  یهاکانالدر  نهیخودکار و به صتتتورتبهخود را 

به مااطبان مناسب و در زمان  غاتیکه تبل شودیمروش باعث  نیا

 اهنهیهزو کاهش  یبازده شیافزاو باعث  دداده شون شیمناسب نما

 [10] .شوند

به  توانتد یم یهوش ماتتتنوعخدمات:  یسااازیشااخصاا -۰

 لی، تحلهاباتچتکمک کند تا با استتت اده از   برخط یهاشتترکت

 ع،یسر صورتبهرا  یچهره، خدمات مشتر صیاحستاستات و تشتا   

که  شودیمروش باعث  نیارائه دهند. ا شدهیسازیشتاات  و  قیدت

داشته باشند و احساس اعتماد و  ویژنداز  یشتریب تیضار انیشترم

 [10] .کنند داینسبت به آن پ یوفادار

                                                 
 Sentiment Analysis 

 Search Engine Optimization (SEO) 

 یهوش ماتتنوع: SEOجسااتجو،  یموتورها یسااازنهیبه -۳

کمک کند تا با استتت اده از پردازش  برخط یهاشتترکتبه  تواندیم

خود  تیساو  0ستئو  ق،یعم یریادگیو  هادادهرانش  ،یعیزبان طب

 جیدر نتا تیستتاو که  شتتودیمروش باعث  نیباشتتند. ا بهبودرا 

 [10] جذ  کند یشتریب کیو تراف ردیجستجو بالاتر ترار گ

 تیبه کمک واقع یمشااتر دیتجرباه خر  یسااازناه یبه -1

کمک کند  برخط یهاشتترکتبه  تواندیم یهوش ماتتنوع افزوده:

و  ترجذا  ار انیمشتر دیتجربه خر ،1افزوده تیتا با است اده از واتع

بتوانند  انیکه مشتتتتر شتتتودیمروش باعث  نیکننتد. ا  ترجتالتب  

 یط واتعیو در مح یبعدستته صتتورتبه دیمحاتتولات را تبل از خر

عامل باعث  نیالبته چند [10] .نند و با آنها تعامل داشته باشندیبب

 اندعبارتاز آنها  یکه برخ اندشده یهوش مانوع ریرشتد چشتمگ  

 از: 

ا ب :انیخدمات مشتر یارتقاو  هادادهنکلابه  یدسترس -الف

 تشدبه تبلاًکه  ییهاداده ،یابر یسازرهیذخ یهایفناور شترفت یپ

 یراحتبتتهح تتاظتتت شتتتده و در دستتتترس عموم نبودنتتد، حتتالا  

به آموزش و بهبود  توانندیم هاداده نی. ااندشتتده یدستتترستت تابل

 ککم یمداریمشترتجربه  یسازنهیبهو  یهوش مانوع یهامدل

 [02] کنند

 هاپردازندهاز  یدیبا ظهور نستل جد  :هاینوآوردر  شرفتیپ -ب

 یهامدلآموزش  نتد یفرا(، GPU) یکیمتاننتد واحتد پردازش گراف   

 یدارا هاپردازنده نیاست. ا افتهی یشتریسترعت ب  یهوش ماتنوع 

و  یمواز صورتبهمحاسبات را  توانندیمهزاران هستته هستتند که   

 [01] .انجام دهند عیسر

 بهبتاتوجه  :دهدیم شیو علاقه را افزا یوربهرهدر  رقابت -ج

 ،یو کارآمد یستتودآور شیدر افزا یهوش ماتتنوع یبالا لیپتانستت

 قیو تحق یگذارهیسرمادر حال  هاسازمانو  هاشترکت از  یاریبست 

که  شتتودیرتابت باعث م نیهستتتند. ا یهوش ماتتنوع نهیدر زم

 ارائهآمده  به وجود ینوعدر حوزه هوش ماتتت دیجتد  یهتا ینوآور

 [02] را تجربه کند. یانهیبهو  دیاشکال جد انیخدمات به مشتر

خادمات به   یارتقاا و  قیعم یریادگیا در  شاارفات یپ -د

شتتتاخه از  کی( Deep Learningق )یعم یریادگی :انیا مشااتر

 یهاشتتبکه( استتت که از Machine Learningن )یماشتت یریادگی

 هتتاداده دازشپر ی( براdeep Neural Networksق )یعم یعاتتتب

 Augmented Reality (AR) 
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و استتتاراش  یستتازدهیچکتادر به  هاشتتبکه نیکند. ایاستتت اده م

هستتتتند. با  انیمشتتتتر یهادادهاز  یرخعیغده و یچیپ یهایژگیو

، TensorFlow ،PyTorchمانند  یافزارنرم یهاچارچو است اده از 

Keras یهاشتتتبکه یراحتبهتوانند یم دهندگانتوستتتعه ره،یو غ 

 [00] .کنند یسازادهیپو  یطراحق را یعم یعاب

 ت گ دیتوجه با تیریمد کردیبا رو برخط یستتازویژندارتباط با  در

هوشتتمند  یو فناور یارتباط نینو یهارستتانهکه آنچه که در عاتتر 

 و هاوهیشاز  یریگبهرهاست  تیحائز اهم یاتتاتاد  یهابنگاه یبرا

 یاهرتابتقا در عرصه ب یبرا یستاز ویژندو  غاتیتبل نینو یهامدل

است که هم  ینوظهور و استتارتاپ  یاتتاتادها  او مقابله ب یاتتاتاد 

ه فناوران میحاصل پارادا یو اجتماع یفرهنگ یهایدگرگونراستتا با  

ا در ر یاتتااد جهان یو حکمران دهیرا بلع یسنت یاتتاتادها  د،یجد

 .  اندگرفتهدست 

توجه در سعح  از تیحما یبرا ییها و ابزارهاتوجه به مدل تیریمد

 (یواتع مهیمدت )ن)ر.ک. اتتااد توجه(، و در کوتاه یجمع ای یفرد

درازمدت(  هاماه ای یاچنده ته یها)در دوره متدت یدر طولان ایت 

بالاتر  تی یبا ک جینتا دیتول یمتمرکز ماندن برا ییاشتتاره دارد. توانا

ئه تعداد توجه ارا تیریاز مد تیو در واتع هدف حما ستا یضترور 

مشکلات  نیاز ا یادهیگزمشکلات توجه است.  یبرا حلراه ینیمع

 از: اندعبارت

محدود حافظه  تیمانند ظرف :ادراک افراد یشناخت یهاتیمحدود-

زمان  کیدر  توانیمورد را م 0تعداد  نیانگیمدت انستتتان )مکوتاه

تعداد  یبرا یشتتتناخت ینظر تیمحدود ایت کرد(،  تیت ریمتد  نیمع

 .دیرا ح ظ کن داریپا یها روابط اجتماعبا آن توانیکه م یافراد

از حد به  شیاطلاعات ب افتیدر نتد یفرا :اطلاعات باراضااافاه  -

 .شودیم یریگمیتامکه مانع از  ییهاروش

مثلاً ممکن استتتت از خدمات  از حد: شیب یتعاامال اجتماع   -

باشتتتد که از آن افراد  گرفتهنشتتتئت برخط یاجتماع یهاشتتتبکه

 .کنندیم افتیدر یادیز یهاخواستدر

. به گ ته تابوش، شتتتودیمتوجه  شیامر بتاعث افزا  نیا :وقفاه  -

 شودیمحواسشان پرت  ای شوندیمکه با درد مزمن منحرف  یافراد

 .شوندیمبدتر  یتوجهتابلتوجه به طور  فیدر وظا

که امروز به  یچون هوش ماتتنوع ییهایفناور رستتدیمبه نظر  اما

به  رودیمبشتتر به شتتمار  ندهیبه آ دادنشتتکلدر  یند مهمکلان رو

مشکلات آنها را از جمله در  یادیوکارها آمده و تا حد زکمک کسب

                                                 
 Real-Time Transport Protocol (RTP) 

ر د یهوش مانوع ریتأثحل نموده است؛ در ارتباط با  یستاز  ژندیو

 نوانعبه یشود هوش مانوع دیتأکلازم است  یمشتر شتریتوجه ب

بتاعث تحول   ،ینتاور مهم در صتتتنعتت ف  یهتا شتتترفتت یاز پ یکی

( شتتده و ضتتمن  یستتاز ژندیو) یو برندستتاز یابیبازار یراهبُردها

 یبرا یدیجد یهافرصت ان،یمشتتتر توجهجلبامکان  آوردنفراهم

ها فراهم کرده شتترکت برخط یستتازویژند یراهبُردها یستتازنهیبه

به  ،برخط یسازویژنددر  یاز هوش ماتنوع  استت اده [ 01] استت. 

خود خدمات و محاولات  انیتا به مشتتتر کندیها کمک مشترکت 

 .دیرا جلب نما شانیارائه دهند و توجه ا یبهتر

 یهاداده لیوتحلهیتجزاشتتتاره شتتتد، بهبود  زین ترشیپ چنتانچته  

 ای زمانهم یستتازیشتتااتت نده،یگذشتتته، حال و آ یهادادهکلان
1RTP و فراهم  وبگاه یمحتوا ان،یبا استتتت اده از اطلاعات مشتتتتر

بهبود  .[00] و متناستتب با هر کاربر یالحظه غاتیان تبلنمودن امک

 لیبزرگ و تحل یهاداده دازشپر تیبتا تابل  یریگمیتاتتتم نتد یفرا

 به برخط یسازویژنداست که در  یاز نکات مهم یهمگ آنها، عیسر

 توجهجلبوکارها را رونق داده و در کستتب یکمک هوش ماتتنوع

 [05] هد نمود.نموده و خوا یباز یینقش به سزا انیمشتر

به معنای ایجاد و توسعه هویت نیز در ایران  برخطستازی  ویژند

ی را تبولتابلی گذشته توسعه هاسالدر  ویژند در فضتای دیجیتال 

، هاوبگاهاستتت اده از  اغلب به کمکاستتت. این فرایند  تجربه کرده 

 های، اینستتتتاگرام، پستتتت وبلاگ و ستتتایر کانالبوکسیگوگل، ف

افزایش دستتترستتی،  آنهدف از و   0شتتودمیانجام  خطبربازاریابی 

است. تعدادی از این ویژندهای مشهور از شتناخت و شتهرت ویژند   

، آپ و ...  در میان ویژندهای مشهور منعقه کالایجیدجمله اسن ، 

.  جالب آنکه اندآوردهو حتی دنیتا برای خود جتایگاهی به دستتتت   

های داده لیوتحلهیجزتاغلب این ویژندها از هوش ماتتتنوعی برای 

عنوان مشتتریان با رعایت اصتول حریم خاتوصتی بهره جسته و به    

 .اندجستهتمسک  آنی خود به مداریمشترنقعه توتی در 

 یهاااشاارانیپو  یدی بار عوامال کل   یمارور  -۰-5

 برخط یسازویژند ندهیآ دهندهشکل

افراد  نیاز ارتباطات ب ینیشتتکل نو ،یوفناورعلم شتترفتیاکنون با پ

داشتتته است و  روزافزونو در گذر زمان رشتتد  دآمدهیپدامع در جو

 نیگوناگون جوامع دارند. شتتتکل نو یهاباشبر  یمت اوت راتیتتأث 

 یشتتاا یدر زندگ یمجاز یاجتماع یهاشتبکه ارتباطات همچون 

آورده است.  دیرا پد یدیجد یو رفتارها هانگرشافراد ن وذ کرده و 

 https://websazannovin.com/online-branding/?form=MG0AV3
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 یهاضتترورتاز  یکی یارتباط یاهیفناورکه استتت اده از  یاگونهبه

 یبرا یاجتماع یهارستتتانه تیاهم رغمیعل .شتتتده استتتت یزندگ

 یهاهینظرمحدود است و  دهیپد نیشناخت ما از ا ،یمشتر رشیپذ

 یاجتماع یهارستتانه فردمنحاتتربه یهایژگیوبه  توانندیم دیجد

 [05]کمک کنند 

 نیا ندهیآ دهندهشتتکل یهاشتترانیپو  یدیعوامل کل لیتحل یبرا

عوامل  نیترمهماز  یبرخ 1PESTELحوزه با استتت اده از چارچو  

 دهیو در خلال ماتتاحبه خبرگان استتتاراش گرد اتیکه از مرور ادب

 از:  اندعبارت

 یالمللنیب یو نهادها هادولت یهااستیس :(Politicalسیاسی ) •

 تیحقوق مالک ،یبریستتا تیامن ،یخاتتوصتت میح ظ حر نهیدر زم

 برخط یستتازویژند یهاتیفعال یبر رو یتجار یهامیتحرو  یفکر

اروپا در  هیاتحاد دیجد نیمثتال، توان  یدارنتد. برا  میمستتتتق ریتتأث 

( باعث شده است که GDPR) یشتاات   یهادادهح اظت از  نهیزم

 و یآورجمعخود را در  یهاروش دیبا برخط یهاشرکتاز  یاریبس

 دهند  رییتغ انیپردازش اطلاعات مشتر

بر  زیو رتابت بازار ن یاتتاتتاد طیشترا  :(Economicاقتصاادی )  •

شد ر بهباتوجههستند.  رگذاریتأث برخط یسازویژند یراهبُردها یرو

از  یاری، بس - 10-دیکوو وعیپس از شت  برخط دیبازار خر توجهتابل

بهبود تجربه  نهیرا در زم یمیعظ یهایگذارهیستتترما هاشتتترکت

انه فناور یهاتیتابل شیو افزا نیأمت رهیزنج یستتازنهیبه ،یمشتتتر

 زینوسانات نرخ ارز، تورم و نرخ بهره ن ن،ی. همچنانددادهخود انجام 

 دارند. ریتأث هاشرکت یو سودآور انیمشتر دیتدرت خر یبر رو

 ق،یستتتلا رینظ یو فرهنگ یعوامتل اجتماع  :(Socialاجتماعی ) •

 ینقش مهم انیماتترف مشتتتر ی، باورها، رفتارها و الگوهاهانگرش

ه ب دیبا برخط یهاشرکتدارند.  برخط یستاز ویژند یریگشتکل در 

مااطبان خود پاسخ دهند و  یهاخواستهو  هانظافتنحو مناسب با 

و جذا   شدهیسازیشاا یهاحلراه یبا است اده از هوش مانوع

از  برخط یهاشتتترکتاز  یمثال، برخ یرا بته آنهتا ارائه دهند. برا  

 هاباتچتاحستتاسات و  لیچهره، تحل صیانند تشتا م یهایفناّور

 .کنندیخود است اده م انیبا مشتر یارتباط عاط  جادیا یبرا

و نوآورانه در  نینو یهایفنتاور  :(Technologicalفنااوراناه )   •

 تیواتع ک،یربات ،نیچبلاک ا،یاشتت نترنتیا ،یهوش ماتتنوع نهیزم

 ،یعیدازش زبان طبو پر هادادهنش یتا افزوده، را تیت و واتع یمجتاز 

                                                 
PESTEL متتاتت تتفPoliticalEconomicSocialTechnological

EnvironmentalLegal

 برخط یستتتازویژند یرا برا یدیجد یهاچالشو  دیامکتانات جد 

 کنندیمکمک  برخط یهاشتترکتبه  هایفناور نی. اکنندیفراهم م

 لیتحل ،یآورجمعرا  انیمشتر هایداده نهیخودکار و به صورتبهتا 

 نهاداتشیپ شرفته،یپ یهاتمیالگورو استاراش کنند و با است اده از 

 نیا ن،یرا به آنها ارائه دهند. همچن دهشتت  یستتب و ستت ارشتت  منا

 دیتا تجربه خر دهندیمامکان  برخط یهاشتتترکتبه  هتا یفنتاور 

بهبود  یو تعاملات چند حستت یرا با افزودن عناصتتر باز انیمشتتتر

 .باشند

 رینظ یستتتتیز طیمستتتائتتل مح :(Environmentalمحیطی ) •

و کربن  هازبالهش کاه ،یعیکتاهش منتابع طب   ،ییوهواآ  راتییتغ

 یستتازویژند یدر جامعه هستتتند که بر رو یجد یهاینگران نییپا

 نشتتان دهند که دیبا برخط یهاشتترکت. گذارندیم ریتأث زین برخط

 و به عملکرد کنندیم تیفعال ارهیح اظت از سلامت س یدر راستتا 

ESG (Environmental, Social and Governance)  خود توجتته

از: است اده از  اندعبارت نهیزم نیا در مؤثر یهاروش از یدارند. برخ

 ی، استتتت اده از منابع انرژحجمکمو  افتیبازتابل یهایبندبستتتته

 تیحما ک،یو لجستتت ونقلحمل یمن  راتیکاهش تأث ر،یدپذیتجد

ش اف در مورد  یدهگزارشو  ستیزطیمحح اظت از  یهاپروژهاز 

 . ستیزطیمح یبه استانداردها یبندیپا

و  یمل ،یمحل یو مقررات حقوت نینتوا :(Legalقااناونای )    •

، حقوق کتتار نی، توانکننتتدهماتتترفحقوق  نیتوان رینظ یالمللنیب

ق حقو نیف و نشتتتر و توانیحقوق تأل نیحقوق تجارت، توان نیتوان

واهد خ تأثیر برخط یسازویژند ژهیوبه یسازویژند یز بر رویفساد ن

 داشت.

عدم  یبرخ ،دیآیمبه دستتتت  اتیرور ادباستتتاس آنچته که از م  بر

در  یتوستتعه استتت اده از هوش ماتتنوع ندهیدر آ مؤثر یهاتیتعع

 تیتابل -باشتتد:  ریممکن استتت شتتامل موارد ز برخط یستتازویژند

بزرگ  یهاتیتععاز عدم  یکی یو اخلاق هوش ماتتتنوع نانیاطم

 یهاویژنداست.  برخط یسازویژنددر  یدر است اده از هوش مانوع

که از آن  یحاصتتتل کنند که هوش ماتتتنوع نانیاطم دیبا خطبر

مناستتب  یو حقوت یاخلات یاستتتانداردها یدارا کنندیماستتت اده 

احترام  انیمشتتتر تیو رضتتا تیامن ،یخاتتوصتت میاستتت و به حر

و رفع  یریشگیپ یمناستب برا  یهاحلراه دیبا نی. همچنگذاردیم

 یوش ماتتتنوعاز ه یاحتمال یهاستتتوااستتتت ادهو  هانقصخعاها، 

ل عام یبه هوش مانوع انیو اعتماد مشتر رشیپذ -داشته باشند. 
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توستتعه استتت اده از هوش   ندهیبر آ یادیز ریتأثاستتت که  یگرید

تلاش  دیبا برخط یهاویژنددارد.  برخط یستتازویژنددر  یماتتنوع

 آشتتنا یهوش ماتتنوع یایو مزا دیخود را با فوا انیکنند تا مشتتتر

منظور،  نیا یات آنهتا را رفع کنند برا و شتتتبهت  هتا ینگرانکننتد و  

 خود ارتباط برترار انیو صتتداتت با مشتتتر تیبا شتت اف دیبا هاویژند

 حیرا به آنها توضتتت یکنند و نحوه عملکرد و منعق هوش ماتتتنوع

 دهند.

توستتعه هوش  یبرا یلاتیتستته جادیبه واستتعه ا هادولت تیحما-

 نیتدو تال،یجید یوکارهاکستتتبآن در  یریکارگبته و  یماتتتنوع

 اعتمتتادجلتب  یبرا یتیامن یمنتتاستتتب و اتاتتاذ راهبردهتتا نیتوان

 توانینماستتتت که  یاز موضتتتوعات مهم بردارانبهرهو  انیمشتتتتر

 از کنار آن گذشت. یسادگبه

 یایدر دن لاتیتستتته ارائه ایو  یجهتان  یهتا تیت محتدود  جتاد یا-

از کره  یدر باشتت هایفناورامروز اغلب باعث توستتعه  زدهاستتتیستت

 نیاستتتت. ا گرید یهاباشو ممتانعات از توستتتعه آن در   یختاک 

بر  تالیجیشتتتکاف د تیریمد یجابهدوگانه اغلب  یاستتتتانداردها

 تمرکز داشته است. هافاصله جادیا

ت اس یگریچالش د فناورانه یهاینوآورو  راتییبه تغ ییپاستاگو -

وجود  برخط یستتازویژنددر  یاستتت اده از هوش ماتتنوع یکه برا

 برخط یهاویژندنوظهور،  یهایفناورروزافزون  شتتترفتیدارد. با پ

با، بازار، رت راتییبه تغ عیو ستتر ایپو صتتورتبهتادر باشتتند تا  دیبا

 .  دیوارده باش یتانون یهانظاممحاولات، خدمات و 

ستتتعح دانش و تااتتتص خود را در  دیبا هاویژند نکه،یمهم ا نکته

 ،یریادگی یهافرصتنگه داشتته و از   روزبه یهوش ماتنوع  نهیزم

استتت اده از  چرا که [00] استتت اده کنند یبهبود و نوآور ش،یآزما

باشد،  مؤثر شدتبه تواندیم برخط یستاز ویژنددر  یهوش ماتنوع 

 یحتمالا ریتأث نیکه بالاتر ییهاتیوجود عدم تعع لیاما البته به دل

ن ممک جیاز نتا یخواهند داشت، برخ ندهیآ یفضا یریگشکلرا در 

 باشند.   رمنتظرهیاست غ

وش ه یریکارگبه مؤثر یهاشرانیپو  یدیاز عوامل کل گرید یبعضت 

 از: اندعبارت برخط یسازویژنددر  یمانوع

 یستتازویژنددر  یاستتت اده از هوش ماتتنوع یبرا داده: تیفی. ک4

آموزش و استتتت اده از  یبالا برا تیت  یو ک یکتاف  هتای داده ،برخط

 تی یها کامل و کگر دادهلازم استتتت. ا یهوش ماتتتنوع یهامدل

 .دیآینم به دست ینانیتابل اطم جینباشند، نتا ییبالا

ممکن  یهوش مانوع یهاآموزش مدل فرایندآموزش:  فرایند. ۰

؛ اشدداشته ب یاریبه منابع بس ازیباشتد و ن  دهیچیو پ یاستت طولان 

 دفراینلازم استتتت که  ج،ینتتا  تیت  یاز ک نتان یاطم یبرا ،نیبنتابرا 

 انجام شود. یدرستبه یهوش مانوع یهاآموزش مدل

 یبرا یهدف در است اده از هوش مانوع فیتعر هدف: فی. تعر۳

 یو مشتتااتت  قیدت یهامهم استتت. اگر هدف برخط یستتازویژند

 ممکن است نامعلو  باشند. جینشود، نتا فیتعر

در  یاز هوش ماتتنوع مؤثراستتت اده  یبرا :ی. تعامل با مشااتر1

 یازهایتعامل کرد و ن انیبا مشتر یدرستبه دیبا ،برخط یسازویژند

هوش  یهاصورت، ممکن است مدل نیا ریها را درک کرد. در غآن

 داشته باشند. ینامعلوب جینتا یمانوع

 یهوش ماتنوع  یهامدلمدل:  ماتیاز تصم یناشا  راتی. تأث6

 یوبر ر یاناخواستتته راتیکه تأث رندیبگ یماتیممکن استتت تاتتم 

که  ردیبگ میمثال، ممکن است مدل تام یبراداشته باشند.  ویژند

گروه خاص از مااطبان نشتتتان دهد که  کیخاص را به  غیتبل کی

 باشد. اشتهبه همراه د یضرر بزرگ ویژند یممکن است برا

در  یو تانون یملاحظتات اخلات  :یو قانون یملاحظاات اخلاق . 5

 نیا تواندیماست که  یموضوع مهم زین یهوش مانوع یریکارگبه

 گرهجلو ندهیآ یدر فضا یمن  ایمهم را به نحو مثبت و  شرانیابر پ

استتت اده از  ،یمثبت هوش ماتتنوع یهایژگیوتمام  رغمیعل. دینما

 برخط یسازویژندبشر و از آن جمله  یزندگ یهاعرصهآن در همه 

 است.  قیدت یو نظارت تانون یاصول اخلات تیرعا ازمندین

عوامل  نیترمهماز  یبرخ تیتعع و عدم تیاهم زانیم 1جدول در 

بر استتاس  برخط یستتازویژند ندهیدر آ مؤثر یهاشتترانیپو  یدیکل

 نظر خبرگان آمده است.

 شناسی تحقیقروش -۳

 نیتراز مهم یکیبوده است،  قیتحق نیکه اساس ا ی یتوص قیتحق

ما را  یایموجود در دن یهادهیکه پد رودیبه شمار م قیاشکال تحق

نقعه تمرکز و  ،یشناسحال روش نیو در ع [0۷] .کنندیم فیتوص

 ها،یپردازهیگونه که نظراستتت. همان یکاربرد یپژوهندهیهستتته آ

 آورنتتد،یم دیتترا پتتد یجتتار میاز م تتاه یاتتتازه یستتتتاختتتارهتتا

 و هاشتتهیاند یو کاربرد یفکر یروین شیافزا زین هایشتتناستت روش

 ]92[د.را به دنبال دارن هینظر
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 ندهیدر آ مؤثر یهاشرانیپو  یدیوامل کلع نیترمهم یبرخ .4 جدول

 برخط یسازویژند

ف
دی

ر
 

نوع 

 عامل
 متغیر

میزان 

 اهمیت

4-44 

میزان 

عدم 

 4قطعیت

4-44 

4 

ی
اس

سی
 

ح ظ  نهیدر زم یالمللنیب یو نهادها هادولت یهااستیست 

 یخاوص میحر
5,01 1,01 

 تیامندر موضوع  هادولتشتده   یریکارگبه یهااستت یست 

 یبریسا
۷,00 0,01 

دولتی در ح ظ حریم خاتتوصتتی کاربران و  یهایمشتتخط

 حقوق مالکیت معنوی
5,۷5 0,01 

های خاص و یا ویژندبر روی  هادولتت تجتاری   یهتا میتحر

 جوامع هدف خاص
0,00 5,01 

۰ 

یز
ت

س
عیمح

 ی

کاهش  ،یعیکتاهش منتابع طب   ،ییوهواآ  راتییتغ ریتتأث 

 0طبرخهای ویژندم از در استقبال مرد نییو کربن پا هازباله
5,50 0,01 

 یهایدگآلوآن در  تأثیرها و ویژند یبندبستهچگونگی  ریتأث

 یعیمحستیز
5,01 5 

۳ 

ی
رات
قر

و م
ی 

نون
تا

 

 5,50 5,01 ضعف توانین و مقررات حوزه کاربردی هوش مانوعی

و عدم درک  یمستتتائل حقوت ،یستتتازادهیپ راهبُرد کمبود

 از هوش مانوعی رانیمد
5,10 5,۷5 

 5,10 0,10 پایبندی هوش مانوعی به توانین و مقررات محلی و ملی

1 

انه
ور
فنا

 

 5 0,10 ورودی   عنوانبه تی یباک هایدادهکمبود 

 5,50 5,۷5 هوش مانوعی در توسعه و بهبود خدمات مشتری تأثیر

 نهیخودکار و به یآورجمعدر  فناورانه یهانظتام و  راتتغیی

 یهاتمیالگورو استتتتاراش  لیتحلو  انیرمشتتتت هتای داده

 شده یمناسب و س ارش شنهاداتیپ ارائه منظوربه شرفتهیپ

۷,10 0,۷5 

 یستتازیشتتااتتو توستتعه  قیعم یریادگیو  هادادهرانش 

 خدمات به واسعه هوش مانوعی
0,00 0,۷5 

 یسازنهیبهموتورهای جستجو با هدف  یسازنهیبهتوستعه  

 برخط یابیربازاخدمات مشتریان و 
0,01 5,01 

 تیبا است اده از واتعبهبود تجربه خرید و خدمات دیجیتال 

 افزوده
5,00 5,۷5 

 0 ۷ هوش مانوعی امشتریان ب هایداده میحجم عظتحلیل  

از جمله هوش ماتتنوعی بر پذیرش  نوین یهایفناور تأثیر

 برخطسازی ویژند
5,۷5 1,01 
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 5,10 0 و وفاداری مشتریان به آن برخطهای ندویژپذیرش 

 یریکارگبهی در اخلاترعایت اصتتتول و  نتان یاطم تتتابلیت  

 یهوش مانوع
5,10 5,00 

 5 5,۷5 یبه هوش مانوع انیو اعتماد مشتر رشپذی

، هانگرش ق،یستتتلا رینظ یو فرهنگ یعوامل اجتماع تأثیر

 انیمارف مشتر یباورها، رفتارها و الگوها
5,51 0,01 

 0,۷5 5,۷5 و سلایق مشتریان هادهیااجتماعی بر  یهاشبکه تأثیر
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بازاریابی و  اتتاتتتادی بر یهاتیمحدوداتتاتتتادی  تتأثیر 

 ویژندتوسعه 
0,0 5,05 

 یراهبُردها یرتابت بازار بر رو ی واتتاتتتاد طیشتتترا تأثیر

 برخطسازی ویژند
5,0۷ 5,01 

 دیتدرت خر ی، تورم و نرخ بهره بر رونوسانات نرخ ارز تأثیر

 هاشرکت یو سودآور انیمشتر
5,00 5,05 

 5,00 0,55   و بهبود بازار یمداریمشترهوش مانوعی در توسعه  تأثیر

 0,05 0,01 برخطهوش مانوعی در توسعه توجه بازارهای  تأثیر

                                                 
توانتمقبتشددد  ی قانمقک قمیهایقمهمقدرقموردقآیتمههاقناشدددتا   عدم قطعیت ق 

هاقب قشدددتاسددداییقعم قسددد قرتشددد ا اقبمیهیقتفاوتقوقتمایزقراقایجادقنمایتم.

ریزیقسددتاریورقراهتماییقب قسددویققنام هاقکمکقشددایانیقبتمایتم.قنکبقب طعیت 

 ان قعلمقوقفتاوریقرژوهشددد اهقالتفقویمقوودیقت جم قوقتتظتمقرصدددمآیتمهقت

13ص3131اصفها رققشا صقرژوهرقان شاراتقدار وی ر

قیهاش ک ایقاس قک قدرقای قارتباطقبایمقتاکتمقشدودقام وههقشد ایبقب قنون قق 

قکتتمیمق تفیالقارهتاهقسلام قسحفاظ ققینشدا قدهتمقک قدرقراس اققمیباق یآنلا

از  یامکتتان وجود دارد کتته نوع نیا یشتتتنتتاستتتانتاتتا  روش در

همانند جهان  یبکار گرفته شود که با جهان اجتماع یشتناست  روش

و مستتتقل از  یخشتتک، واتع یادهیبرخورد کند و آن را پد یعیطب

 یامکان هم وجود دارد که برا نیا حالنیدرع ردیانستتان در نظر بگ

 [52] .شتتد لیتا یو ذهن تریتر، انستتاننرم یتی یک یجهان اجتماع

باط علم و ارت یهامیپارادابا  یشتناس روشارتباط  بهباتوجه نیبنابرا

که با  ییهاآنگاه روش ،اطلاعات لیو تحل یآورجمع یهاروشآن با 

ا تنوع ابزار ب جادیضتتمن ا شتتوند،یبکار گرفته م یپژوهندهیکمک آ

اطلاعات  یآورجمع یبرا ترکامل یروشتتت یستتتومحقق به تیهدا

 زیها نارزشبه همراه دارند و البته  تیموفق یرا برا یشتریب نیتضم

 بکار گرفته لحان خواهند شد. یهادر بعن روش

 پژوهانندهیآ مورداستتت ادة یهااز روش یگوناگون یهایبنددستتته

 ،ی یو ک یکم یهاروش نیمثال گوردون ب یشتده است. برا معرو

 زیتما گرید یاز سو ،یو هنجار یاکتشاف یهاروش نیو ب سوکیاز 

در مقاله خود تحت عنوان  1گاریووارن  ویدبل ][د. شتتتویتائل م

در  یپژوهندهیآ یهابتاور استتتت کته روش   نیبر ا «پردازینتده یآ»

تا  شتتترفتهیپ اتیاضتتتیبر ر یمبتن یهتا گستتتترده از روش ی یط

از  یو حالنیباااند. گستتترده شتتده یزنو گمانه یشتتهود یهاروش

از  شیب نکیاکه هم بردیو پرکاربرد نام م جیرا یشتتناستت پنج روش

 یستتتازمدل روند، یابیبرون شتتتوند؛یها به کار گرفته مروش گرید

 زیا نر یعلم لیتا تواندی)م یوپردازیستتنار ،یدل  کیتکن ،یاضتتیر

 ]92 [(ی)احتمال سنج ینیبشیپ یها(، فنردیدر بربگ

ده مورد است ا وینگارش سنار یبرا قیتحق نیکه در ا یشهود منعق

شتتد  فی( توصتت10۷5اک )و رییتوستتط پ بارنیناستتتترار گرفته 

 دهنیآ رامونیاست اده از اطلاعات در دسترس پ یبرا وهیشت  نیبهتر

 را آن ترار گرفته مورد اشاره لاًیکه ذ یلیپژوهش به دلا نیاست و ا

 است. داده رمورداست اده ترا

 

 

قت تهمق یموث قدرقاقیهااهقروشقی ودقتوجد قدارندم.قب  ققق ESGوقبد قعملر دق

تابعقوقکمقحجمرقاس فادهقاهقمقاف یطابلقباهقیهایبتمعبارتتمقاهبقاسد فادهقاهقبتد  قق

اهقق یحماقکرتحملقوقنقلقوقلجتددد قیمتفق اتتکاهشقتأثق ریمرذیتجدمققیان ژ

قب قیبتمیشددفادقدرقموردقراقیدهوقنزارشقتدد یهقبتمححفاظ قاهققیها وژهر

.ت یهقبتمحقیاس انماردها
 W.Warren Wagar 



 0205در افق  یهوش مانوع ریبر تأث دیبا تأک نیآنلا یژندسازیو ندهیآ یوسازیسنار

 

 ]41[و یسنار یطراح یهامدل .۰ جدول

 مدل متخصص مدل مشارکتی یسازمانمدل عنوان

نحوه کار 

 طراو
 یینهاتبه

ی یک گروه در بتا همکار 

 سازمان

بتتتا آمتتتوزش و 

 راهنمایی سازمان

 کنترل
را  فراینتتدطتراو  

 کندکنترل می

شتتترکت  فرایندطراو در 

کترده و آن را رهتبتتری   

 کندمی

طتتراو بتتیتترون از 

 است فرایند

 نتیجه
 ارائهتوسط طراو 

 شودمی

گروه ستتتپرده  به دستتتت

شتتود و توستتط همان می

 شودمی ارائهگروه 

ستتت سازمان در د

 ترار دارد

 رابعه
طراو کار را کامل 

 کندمی

طراو رابعتته بتتا گروه را 

 کندح ظ می

طراو مسئولیت را 

بتته گتتروه واگتتذار 

 کندمی

 

خلق و  ی، برایاز منعق شتتتهود یبردارپژوهش ضتتتمن بهره نیا

ر ب یرا که مبتن ویتوستتعه ستتنار یهااز روش یکی ویتوستتعه ستتنار

استتتت  یدیکل یهتا تیت دم تععدو محور، بر استتتاس عت  میترستتت

 هاشتترانیپو  یدیوزن عوامل کل بهباتوجهو  مورداستتت اده ترار داده

م عد زانیم زیگرفته و ن ارتر یریگاندازهخبرگان مورد  یکه از ستتو

 مدنظر یدیکل تیدو عدم تعع بهباتوجهآنها و ستتترانجام  تیت تعع

 هاوینسبت به توسعه سنار یخبرگان و البته با کمک هوش ماتنوع 

 اتدام نموده است.

در  میم اه یو بازشناس ینیپژوهش به توستعه، بازب  نیا کهییازآنجا

اصتلاو، بهبود و گسترش   یپرداخته و برا برخط یستاز ویژندحوزه 

شده  میترس یبا است اده از فضا یزیراز ت کر و برنامه یدیجد وهیش

متاذه تلاش نموده و  ماتیتاتتتم امدیپ یآزمودن و بررستتت یبرا

تا با استتتت اده از  که در آن کوشتتش شتتده   جهتازآن حالنیدرع

 موردبحثحل مشکل  یبرا یپژوهندهیآ یهاو روش فنونها، مهارت

استتتت.  یو دستتتتاوردها از نوع کاربرد جینتا یاتدام شتتتود بر مبنا

از انواع  یکیدر خلال آن به توستتتعه  نکته یا بته بتاتوجته   نیهمچن

از نوع  د،بپرداز GBNموستتتوم به  وینگارش ستتتنار ی یک یهاروش

 بهباتوجهو هدف  تیمتاه  یبر مبنتا  نیاستتتت. همچن یاتوستتتعته 

 هندیآ یریگشتتکلدر  مؤثر یهاشتترانیپو  یدیاکتشتتاف عوامل کل

ا و ب یاز نوع اکتشتتاف ،برخط یستتازویژنددر  یهوش ماتتنوع تأثیر

 .باشدیم ی یتوص نده،یآ یفضا فیبه توص تیعنا

                                                 
پیشررر یا نی وی مح ک  ی ییبح ای یال یی ین یغ یریی ح یشررر  ی  غه  ن    1 

یسررک  م ک  ا یسررک نن همو  ای رر  م نی کلری ح  م غیهیح یال یی یریی  غه  

ای ی    عیکل اسل ی غیهغ خیلی قیال پیش ا ام غلیل  و م خوغ ام ی   اوغ  ل ن 

ی ترار برداربهرهق مورد کتته در این تحقی GBNی روش هتتاگتتام

 از: اندعبارتگرفته 

ده آینشتناستایی موضوع یا تامیم اصلی یعنی    :( مرحلة ناستت 1
 بر هوش مانوعی است. دیتأکبا  برخطویژند سازی 

در ویژند  مؤثر 1نیروهای کلیدی معالعةشناسایی و  :( مرحلة دوم0
 .است یمانوعبه ظهور و بروز هوش باتوجه برخطسازی 

 یافتن نیروهای پیشتتران در کلان محیطکه برای  :له ستتوم( مرح1

را پیش روی این پژوهش ترار داد. در این  ییهاگزارهانجتام شتتتد،  

 مرتب شدند.« PESTEL»مرحله نیز پیشران بر اساس مدل 

بر استتاس  هاشتترانیپعوامل کلیدی و  یبندرتبه( مرحله چهارم: 0

 میزان اهمیت و عدم تععیت

نتاتا  منعق ستتتناریو بر استتتاس وزن و عدم  ( مرحلته پنجم: ا 5

 روندها یهاشرانیپتععیت عوامل کلیدی و 

 به عوامل کلیدیو توسعه سناریو باتوجه یدهشکلمرحله ششم:  (5

 هاشرانیپو 

و انتاا   افتهیتوستتعهی هاو ستترانجام بررستتی مضتتامین ستتناریو 

 در مراحل ه تم و هشتم. نشانگرهاشیپ

از نوع  کردیرو بته لحان رو  شیپ قیحقاستتتت ت یادآوریت بته   لازم

در هر مرحله  هادادهاستتتت کته در خلال آن   یاکتشتتتاف اتته یآم

 یکم یهاروشو ستتتپس بتا کمک   یآورجمع ی یک صتتتورتبته 

شتتتده و ستتترانجام به  یدهوزنو  یبنتد تیت اولو ،لیت وتحلهیت تجز

جامعه آماری این داده پرداخته شتده است.   شیو نما یاعتبارستنج 

 آمدهتدسبهادبیات و اکتشاف  تر بر اساس معالعه تحقیق که بیشت 

خبرگان، کارگزاران و  ،نظرانصتتتاحتب  ن ر از 00تعتداد   شتتتامتل 

رک تحاتتیلی دکتری و امدحوزه مدیریت و بازاریابی با  انیمتاتتد

و کارشناسی که با موضوعات ویژند سازی، بازرگانی  ارشدیکارشناس

ذیتل عناوین   هتا هحوزو فنتاوری اطلاعتات آشتتتنتا بوده یتا در این     

 هدفمند انتاا  صورتبه اندبودهکارشتناس و بالاتر مشغول به کار  

 .انددهیگرد

بوده و با  ی یهدفمند ک صتتتورتبه یاز جتامعه آمار  یبردارنمونته 

جم است. در ارتباط با ح افتهیتوسعه یبرفگلولهو  ینیروش همتا گز

هیح یخ قی غه  ن    هوش کصررر وعی.ون  ویسرررک و ی  یریای  یخ م م کول م 

 ا ویکم  
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دازه ممکن انتت نیتربزرگ»وجود دارد؛  یتتانون کل  کیتت زینمونته ن 

 ی یک قاتیدر تحق یریگنمونهضمن آن که « نمونه، مناستب است. 

 ین ر از جامعه آمار 10. حجم نمونه تهدفمند استت شتتهیهم باًیتقر

. انددهش نشیگز یبرفگلولههدفمند در دسترس و  صورتبهبوده که 

 1است اده از حجم  ،ی یک یهاقیتحقدر  یتاعده کل شودیم ادآوری

و  تایبا مرور ادب توانیمحجم نمونه  نییتع یت و برااس ییتا02تا 

 [0۷] .بهره برد زیمشابه ن یهاقیتحقاز 

 یهایبررستتتبا کمک  ی یک عمدتاً قیتحق نیا یدادها یآورجمع

با کمک  زین یو در باش کم یگردو و  یاکتتاباانه  ،یاستتتنتاد 

و  یآورجمعو در مراحل  اندشده یگردآور نامهپرستش ماتاحبه و  

 است اده نموده است. زین یاز هوش مانوع لیلتح

اد و اعتم تیپژوهش )تابل نیدر ا قیابزار تحق ییایت و پتا  ییروا یبرا

( است اده شده که یبندهیزاوی )ستاز مثلث یهاروش( از یریباورپذ

 ،یفناور یهاحوزهدر خلال آن از منتابع متعتدد، تعدد خبرگان در   

و  هاپژوهشتتتکده یروجاستتتت اده از خ ،یو دانشتتتگتاه  یابیت بتازار 

 شده و یریگبهرهمتعدد و متنوع  یهایابیارزو  پژوهشتگران معتبر 

مراجعه به  قیمحتوا و ستتازه از طر ،یصتتور ییروا نییتع منظوربه

 قیابزار تحق ییایتتپتتا یخبرگتتان بهره برده و ستتترانجتتام برا یآرا

 کرونباخ استتت اده شتتده استتت    ی( از محاستتبه آل انامهپرستتش)

 ابزار بوده است. ییاینشان دهند پا آمدهدستبه. /۷5که عدد 

 و پیشنهادات یریگجهینت -1

 (شده نیتدو یوهایسنارتحقیق ) یهاافتهی -1-4

 ویمعمول نگارش سنار یهاروش ییویسته و چهار ستنار   یهاروش

به کمک هوش  برخط یژندستتازیو لیبد یویهستتتند. چهار ستتنار

 یدیکل یهاتیتععبته عدم   تیت عنتا  بتا  0205در افق  یماتتتنوع

جوامع  ایخاص و  یهاویژند یبر رو هادولتت  یتجتار  یهتا میتحر

هوش  یو مقررات حوزه کتتاربرد نیهتتدف ختتاص و ضتتتعف توان

از  یناش یخواهد بود که در امتداد محورها ریبه شترو ز  یماتنوع 

 0در شکل دو محور  نیبه نگارش در خواهند آمد، ا هاتیتعععدم 

 اند.نشان داده شده

 تریپ یامرحلهبر استتتاس روش هشتتتت ویهار ستتتنارچ نیتدو یبرا

به عدم ( باتوجهG.B.N) وکارکستتتب یشتتتوارتز و شتتتبکته جهتان  

 لیو تحل یابیبه ارز توانیمدنظر خبرگان، م یدیت کل یهتا تیت تعع

چهار  ریها پرداخت. در زاز حوزه کیها در هر و فرصتتتت دهایتهتد 

 .شودیماتلف ارائه م طیبه شراباتوجه ویسنار

 

 

 

 

 

 

 

 

 

                                                        

                  

 یهاتیقطععدم  ریتأثتحتماتریس سناریو و نواحی چهارگانه آن که  .9   ل

 است گرفتهشکلخبرگان  مدنظر یدیکل

 تحقیق یهاافتهیتحلیل  -1-۰

و  یجهان یتیحما یهااستیست ؛ وکارهاکستب بهشتت  »: 1 ویستنار 

 «یرشد هوش مانوع یمناسب برا یگذارانونت

و مقررات هوش  نیتوان میتنظ یرا برا یمؤثر یهتا راهکارها دولتت 

ها و ویژندبا  یکینزد یو همکار کنندیو اجرا م یطراح یماتتتنوع

 جوامع هدف دارند.

 کاربرد هوش یبرا یو ش اف یتیحما نیتوان هادولت و،یسنار نیا در

 لیو تحل شودیم تیتقو یبریستا  تی. امنکنندیوضتع م  یماتنوع 

با است اده  هاشرکت. ابدییبهبود م یبه کمک هوش ماتنوع  هاداده

و  دهندیارائه م یاشدهیسازیشتتااتتخدمات  یاز هوش ماتنوع 

. اعتماد و اعتقاد مردم ضتتتمن نددار یتو یستتتازادهیپ یراهبُردها

ر رشتتتد بازا ،یالمللنیب یهایهمکارو  یتانون یهانظارتتوستتتعه 

 هادادهکلانبر آن از جمله  یمبتن یوکارهاکسبو  یهوش ماتنوع 

 یوکارهاکستتبرشتتد  تیامر در نها نیو ... را به همراه داشتتته و ا

ت. اس هگذاشت شیرا به نما یشتریب شیو رفاه و آسا یمجاز یفضا

 یهایهمکتار  لیت بته دل  یمجتاز  یبر فضتتتا یمبتن میرشتتتد جرا

 .هاستدولتدر کنترل  یدولتنیب
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 ها یا جوامع هدفویژندحمایت تجاری جهانی از 
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 یادر فض یسازویژندتوسعه  تالیجید یوکارهاکسب یفضتا  هبودب

در  یکمتر یهایتینارضتتتاکشتتتورها را به همراه داشتتتته،  یداخل

امر بهبود  نیرا به دنبال خواهد داشتتتت که ا هادولت یمحدوده مل

را به دنبال دارد. توسعه  یاجتماع یهامشارکتو  یاجتماع هیسترما 

، اروککستتب یبهبود فضتتا لیبه دل یو اطلاعات یارتباط یهایفناور

نقش  لیبتازار را به همراه دارد که به دل  نیدر ا یگتذار هیت ستتترمتا 

 G.D.Pاز  تالیجیستتتهم اتتاتتتاد د ند،ینوآ یهایفناور یشتتترانیپ

باش از  نیتوستتتعه ا یبرا هادولت لاتیتستتته ،داشتتتته شیافزا

از اتتاتتاد  ییکه ستتهم بالا یهوش ماتتنوع ژهیوبهوکارها کستتب

 .دهدیم صیبه خود تاا نینو یهایفناورر حوزه د یجهان

 :هایژگیو

  و انعباق  تیشتتت اف لیکنندگان به دلاعتمتاد ماتتترف جلتب

 .یتانون

 استتت اده  یشتتتریب نانیبا اطم انیمشتتتر یهاها از دادهویژند

 ها بالاتر است.ویژندبه  انیو اعتماد مشتر کنندیم

 است. ییخدمات در سعح بالا یسازیشاا 

 ه و توستتع تالیجیوکار دکستتب نیها به بهبود توانتوجه دولت

 ها بالاست.ویژند

 :هاچالش

 ا انعباق ب یبرا یتیریمد یهاوهیمستتتمر در شتت  رییبه تغ ازین

 روز نیتوان

 با توستتتعه هوش  زمانهم یهاانهیرا میجرا یدگیچیرشتتتد پ

 یمانوع

 چالش دزد  هادادهکلان تیریداده و مد یحکمران یهاچالش(

 تقلب( روزافزونرشد  لیدل به سیو پل

  یو همکار یتقلب یهاویژنتد از رشتتتد  ینتاشتتت  یهتا چتالش 

 متقلب یفرو دولت یهاگروه

 :ویسنار نیوقوع ا 4یهانشانه

   یو مقررات حوزه فاوا و کنش گر نیبته توان  هتا دولتت توجته 

 نهیزم نیدر ا یفعال دولت و باش خاوص

  یهانج یباشنیبو توسعه ارتباطات  یالمللنیب یهاشیگشتا 

 مرتبط نیو توان یها، هوش مانوعویژندتوسعه  یبرا

 یالمللنیب یهاویژند شیافزا  

   کنشگران  یاز سو یدر هوش ماتنوع  یگذارهیسترما توستعه

 یو باش خاوص یردولتیغ

                                                 
 Leading Indicator 

 

 یجهان یتیحما یهااستیس ت؛یبحران داده و عدم امن»: 0 ویسنار

 «هادولت نامناسب یگذارتانون طیدر شرا

ها و عدم تعابق با ستتترتت داده لیها به دلویژنتد  ن،یضتتتعف توان

 یتیحما یتجار یهااستتتیاما ستت نند؛یبیم بیاستتتانداردها آستت 

را به دنبال  یتجار یهاویژند یرشتد نسب  هامیتحرو فقدان  یجهان

 خواهد داشت.

 و کندیمرا تجربه  ییهاشتترفتیپ یهوش ماتتنوع و،یستتنار نیا در

 یبریستتتا تیو مقررات امن نیاما توان ،ابدییمبهبود  هاداده لیتحل

و  یبریحملات ستتا شیموضتتوع باعث افزا نیهستتتند. ا فیضتتع

 یاشدهیسازیشااخدمات  هاشرکت. شتود یم یتیمشتکلات امن 

 میمواجه هستند. حر یادیز یتیامن یهاچالشاما با  ،دهندیمارائه 

مواجه بوده و  ییهاچالشبا  نیضعف توان لیمردم به دل یخاتوصت  

 رغمیعل. کندیمرا تجربه  یهابیآستتت هادولتداده در  یمرانحک

ضتتعف  برخط یهاویژنداز  المللنیب یتیحما یتجار یهااستتتیستت

اعتماد  ها وارد وویژندبه  یجد یهابیآستت یو مقررات داخل نیتوان

 بیهمراه نموده استتت. تقلب و فر یبا ستتستتت  یمردم را در موارد

 هادولت یمناستب داخل  چنداننه نیتوان هیدر ستا  برخط یهاویژند

مواجه  یرا با اختلالات یمجاز یوکارها در فضتتتاحجم بازار کستتتب

را تجربه  یوکارها رشتتتد متوستتتعکستتتب نیکه ا یاگونهبه نموده

و بهبود  یمداریمشتتتردر توستتعه  یهوش ماتتنوع تأثیر کنندیم

د کارآمنا نیاز توان یناش بیبوده؛ اما آسموفق  نسبتاًبازار متوسط و 

 .دینمایم لیرا به مردم تحم ییهاچالش

د شاه نهیزم نیدر ا یاجتماع یهایتینارضتا  یضتعف تانون  لیدل به

 یسازویژنددر حوزه فاوا،  یاجتماع یهامشارکتاست،  یرشد نسب

 G.D.Pدر  تالیجیو رشتتد اتتاتتاد د افتهیکاهش یو هوش ماتنوع 

به  هایاورفندر توستتعه  یگذارهیستترما. ستتتین توجهتابل هادولت

 و یدر هوش ماتتتنوع ژهیوبه یتانون تیت از حمتا  هتا ینگران لیت دل

شتتتاهد  زمانهم تیامن یهایریپذبیآستتت ،افتهیکاهش نگیبرند

 است. ینسب شیافزا

 :هایژگیو

 برخطها و خدمات ویژندبه  انیکاهش اعتماد مشتر. 

 هااز نقض داده یناش یهابیجبران آس یبالا برا یهانهیهز 

 به  یستتازیمؤثر از امکان شتتااتت یبرداردر بهره ییعدم توانا

 اعتمادتابل یهافقدان داده لیدل
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 :هاچالش

 رو مؤث یتو یبریسا تیامن یراهبُردها نیبه تدو ازین تیتقو 

 یناش یهابیآس میترم یو مقررات و تلاش برا نیتوان تیتقو 

 از آن

 :ویسنار نیوقوع ا یهانشانه

 و مقررات حوزه  نیبه توان هاتدولتوجه من عل  ایو  یتوجهیب

تلاش  حال نیکارآمد دولت و در ع چنداننه یفاوا و کنش گر

 یجهان یهاشیگشا لیبه دل نهیزم نیدر ا یباش خاوص

 یجهان یباشتتنیبو توستتعه ارتباطات  یالمللنیب یهاتیحما 

 نیتوان تیحما هیدر سا یها، هوش مانوعویژندتوستعه   یبرا

 یالمللنیب

  و رشتتد آهنگ مهاجرت   یالمللنیب یهایژندو یرشتتد نستتب

 فعال و موفق یهاشرکتها و ویژند

 از  یهوش ماتتنوع در توستتعه یگذارهیستترما یکاهش نستتب

 یو باش خاوص یردولتیغکنشگران  یسو

توسعه  یبرا یکاربرد یتانون یهاتیحما ه؛یرشد در سا»: 1 ویسنار

 یرتجا میتحر همراه با یبه کمک هوش ماتتتنوع برخط نگیبرند

 «هاویژند المللنیب

اما  پردازند؛یم یاز هوش ماتتنوع یبرداربه بهره ستترعتبهها دولت

 یهاویژندتوستتتعه  یرا برا یمشتتتکلات یفرا دولت یهامیاعمال تحر

 نموده است. جادیا یبه کمک هوش مانوع برخط

 لیبه دل احتمالاً یبه کمک هوش ماتتنوع برخط یهاویژند توستتعه

. شتتودیمواجه م یبا مشتتکلات یماتتنوع از هوش رانیعدم درک مد

 یکه باعث توستتعه نستتب کنندیمرا وضتتع  یتیحما نیتوان هادولت

 تیتقو یبریسا تی. امنشتود یموکارها و کستب  برخط یستاز ویژند

 یجد بیآستت هامیتحر عهتوستت لیبه دل هاداده لیاما تحل شتتود،یم

را تجربه  یخدمات بهبود اندک تا متوستتع یستتازیشتتااتتو  دهید

 .کندیم

ه ب یالمللنیب یهاتیمحدودخدمات با وجود  یسازیشاا توستعه 

و مقررات مناستتب در داخل  نیو توان یداخل یهااستتتیستت لیدل

 یداخل یامر وفادار نیو ا کندیمرا تجربه  یکشتتورها رشتتد مناستتب

مرتبط را به همراه  یوکارهاکستتب یو بهبود فضتا  برخط یهاویژند

توجه  تیریمد یبرا یاجتماع یهاشتتتبکهداشتتتته استتتت. تلاش 

نقش  یهوش ماتتتنوع تبولتتابل رشتتتد  هیت در ستتتا انیت مشتتتتر

 کرده است. ترپررنگخدمات را  یسازیشاا

در عرصه  یجهان یسازویژندو  یآهنگ رشد هوش مانوع هامیتحر

 یبه رشد نسب یفعالانه داخل یهاتیداده؛ اما حمارا کاهش  یجهان

  تالیجیستتهم اتتاتتاد د  استتت. دهیدولت انجام یاجتماع هیستترما

فعالانه خدمات  کندیمداشته دولت تلاش  یرشتد نستب   G.D.Pدر 

حوزه را با  نیفعال ا یهاشتتترکتاز  ربطیذ یهاحوزهدر  یتیحما

 یهاتیمحروم زمانهمدهد.  شیمناستب افزا  نینهادها و توان جادیا

به ممانعت از توسعه  در حوزه فاوا را کاستته  یگذارهیسترما  یجهان

 افزوده است. یداخل یهاویژند یانجه

 :هایژگیو

 ها در داخل و داده یدر است اده از هوش مانوع عیسر شیافزا

 یالمللنیب یهاتیمحدودبا  توأماما البته 

 از  ینگران باهمراه  یستتازیها به شتتااتتویژند لیتما شیافزا

 عواتب آن

 :هاچالش

 ه ب یاعاجتم یهاچالش جادیو ا ینیبشیپرتابلیغ یهاجته ینت

 .یفناّور یعلت عدم درک کاف

 برخط یهاویژندوکارها و کسب یالمللنیب یهاچالش 

 :ویسنار نیوقوع ا یهانشانه

   یو مقررات حوزه فاوا و کنش گر نیبته توان  هتا دولتت توجته 

 نهیزم نیدر ا یفعال دولت و باش خاوص

 یاشبنیبو کاهش آهنگ توسعه ارتباطات  یالمللنیب قیمضا 

 مرتبط نیو توان یها، هوش مانوعویژندتوسعه  یبرا یجهان

  یالمللنیب یهاویژندکاهش  

  از  یدر هوش ماتتنوع یگذارهیستترماکاهش آهنگ توستتعه

 لیبه دل یو باش خاتتتوصتتت یردولتیغکنشتتتگران  یستتتو

 یجهان یهاممانعت

همراه با ضتتعف  یجهان یهاتیمحدودنوآورانه؛  یتعاون»: 0 ویستتنار

 «یو مقررات دولت نیتوان

و مقررات  نیضتتعف توان هیتا در ستتا اندتلاشها در ویژند: طیراشتت

 جادیبا ا یالمللنیب محدودکننده یهااستتتتیستتتو  هادولت یداخل

ها روش نیبهتر نیچندجانبه با جوامع هدف، به تدو یهتا یهمکتار 

 تالیجید یوکارهاکسبدر  یاستت اده و توسعه هوش مانوع  یبرا

 بپردازند. برخط یهاویژندو 

ها و جوامع هدف ویژندبر  یدیشتتد یهاتیمحدود و،یستتنار نیا در

و  فیضع یو مقررات هوش ماتنوع  نیو توان شتود یمخاص اعمال 

 تیامن هیرا در ستتا یمجاز یفعال در فضتتا یوکارهاکستتب یناکاف

با  هاداده لینموده و تحل یدچار مشتکلات استاس   فیضتع  یبریستا 
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هوش  یستتازادهیپدر  هاشتترکتمواجه استتت.  یادیمشتتکلات ز

 روبرو هستند. یادیز یهاچالشبا  یمانوع

و مقررات و  نیبه توان یاز هوش ماتتنوع بردارانبهره یبندیپا عدم

کلان، اغلب به توسعه  هایدادهمربوط به استت اده از   نیضتعف توان 

 نیمنجر شده و به هم انیمشتر یو کاهش وفادار یهاانهیرا میجرا

در  برخط یهاویژند یتماعاج یهاشتتتبکهتوستتتعه  رغمیعل لیدل

 .انددهید یاساس یهابیآسداخل و خارش کشورها 

دچار  یو هوش مانوع یمجاز یوکارهاکستب به  انیمشتتر  اعتماد

را تجربه  یدیکاهش شد برخط یاست و حجم بازارها یجد بیآس

حوزه  نیفعال ا یهاشتترکتو  یاجتماع یهایتینارضتتاکرده استت.  

تلاش  یو اتتاتتاد یانستتان یهاهی، ستترمابوده رشتتدروبه شتتدتبه

ماتلف از کشور خارش شوند. سهم اتتااد  یهاپوشتش  در کنندیم

استتت و رشتتد   یجهان زانیاز م ترنییپا اریبستت G.D.Pاز  تالیجید

 یهامشارکت. کاهش کندیمرا تجربه  یتوجهتابلحوزه فاوا کاهش 

 باش یهاهیستترما زیو گر یتیفعالانه باش فاوا در اتتاتتاد، نارضتتا

 را به دنبال داشته است. یخاوص

 :هایژگیو

 ها و داده تیامن نیمشتترک که شامل تضم  یراهبُردها جادیا

 .شودیخدمات م یسازیخاوص

  یو نحوه اجرا یهوش مانوع یایاز مزا رانیمد یرشتد آگاه 

 مؤثر آن.

 و  برخط یهاویژندبه  انیو اعتماد مشتتتتر تیکاهش شتتت اف

 .یهوش مانوع

 :هاچالش

 یراهبُردهاآموزش و توستتتعته   یه زمتان و منتابع برا  بت  ازیت ن 

 نوآورانه.

  ختدمتات و اعتماد متقابل    یستتتازیشتتتااتتت یهتا چتالش

 .انیوکارها و مشترکسب

 :ویسنار نیوقوع ا یهانشانه

 یو مقررات حوزه فاوا و کنش گر نیبه توان هادولت یتوجهیب 

در  یباش خاتتوصتت  ینگران دولت و یتوجهیبمن عل و گاه 

 نهیزم نیا

  آهنگ توستتتعه  دیو کاهش شتتتد یالمللنیب یهاتیمحتدود

ها، هوش ویژندتوستتتعه  یبرا یجهان یباشتتتنیبارتبتاطات  

 یمانوع

  یالمللنیب یهاویژندکاهش  

 و  یدر هوش ماتتنوع یگذارهیستترماتوستتعه  دیکاهش شتتد

 یو باش خاوص یردولتیغکنشگران  یاز سو نگیندرب

  نگیوزه فاوا و برنداز ح یو اتتااد یانسان یهاهیسرمافرار 

 طبرخ یسازویژندتوسعه  یبرا شنهاداتیپ یبرخ -1-۳

 یبه کمک هوش مصنوع

وکارها کسب یبرا یهوش ماتنوع  یایاز مزا یکی یستاز یشتاات  

شتتتده را  یگردآور هایداده لیبه کمک تحل تواندیماستتتت کته  

مک با ک توانندیم برخط یهاویژند ،بیترتنیابه. کندیم لیتستته

 ،یهر مشتتتتر یازهایو ن قیعلاجه به رفتار، و تو یهوش ماتتتنوع

ه را ب شتتانیو ا یرا ستت ارشت   اتیو تا  شتنهادات ی، محتوا، پهاامیپ

 .دینما بیترغ یتجار تیفعال

 تواندیماست که  یگرید نهیزم یهوشتمند خدمات به مشتتر   ارائه

 یاهویژندرا تجربه کند.  یتحولات شگرف یبه کمک هوش ماتنوع 

 و قیدت ع،یارائه پاستخ سر  یبرا یماتنوع  از هوش توانندیم برخط

خدمات  ارائه یو حت انیمشتر یهادرخواستو  سؤالاتمناستب به  

، هاباتچتکار با است اده از  نیاستت اده کنند. ا  شتان یمشتاوره به ا 

خودکار پاسخ  دیاحساسات و تول ییشناسا ،یورود هایداده لیتحل

 . ردیگیصورت م

به  یبه کمک هوش ماتتنوع برخط یستتازویژند یراهبُردها بهبود

خود را  یابیبازار یراهبُردهاتتا   کنتد یمکمتک   برخط یهتا ویژنتد 

 یبندطبقهبتازار هدف،   نییشتتتامتل تع  نیکننتد. ا  یستتتازنته یبه

 ،یشتتااتت  یستتازلیپروفا د،یخر یالگوها داکردنیپ ان،یمشتتتر

 خواهد بود. یگذارهیسرما یبازده یریگاندازهو  جینتا ینیبشیپ

تا نظارت و  دهدیمامکان  برخط یهاویژنتد بته   ماتتتنوعی هوش

داشتتته  انیمشتتتر ینظرات و بازخوردها یبر رو یشتتتریکنترل ب

منابع  توانندیم هاویژند ،یاستتتت اده از هوش ماتتتنوع اباشتتتند. ب

را  یبررستت یهاوبگاهو  هافروم، هاوبلاگ ،یماتلف رستتانه اجتماع

، ییاستتارا شتتن یخودکار نظرات من  صتتورتبهجستتتجو کنند و 

 کنند.   یدگیو رس یبندجمع

 یهاویژندبه  تواندیم یخودکار محتوا به کمک هوش مانوع جادای

مااطبان خود  یرا برا دیجذا  و م  یتا محتوا دکمتک کن  برخط

 ر،ی، تاتتاوهامتن، هاخلاصتته، هاعنوان جادیشتامل ا  نیکنند. ا دیتول

 هایداده لیبا تحل تواندیم یو صتداها است. هوش مانوع  دئوهایو

عملکرد را در  نیکند که بهتر جادیرا ا ییو رتبا، محتوا انیت مشتتتتر

داشتتته  هاکانال ریو ستتا تجوجستت یموتورها ،یاجتماع یهارستتانه

 باشد.
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